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Non-stop storage is a high-availability solution that combines ETERNUS SF products with the ETERNUS AF
series or the ETERNUS DX series. It provides an ideal environment for enterprise systems that allows future
business growth and data accumulation.

e
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Preface

Non-stop storage is a solution that ensures continuous system operation while maintaining an optimal, highly-reliable system performance
over a long period of time. A combination of FUJITSU Storage ETERNUS SF products and the FUJITSU Storage ETERNUS AF series or the
ETERNUS DX series can create non-stop storage environments best suited for enterprise systems.

This document consists of the following chapters, and provides non-stop storage environment configurations and configuration procedures.

1. Overview of Non-Stop Storage Environment
This chapter provides an outline of the non-stop storage environment.

2. Example Configuration and Setup Procedure
This chapter outlines the configuration examples used in this document and the configuration procedures.

3. Non-Stop Storage Configuration Procedure
This chapter explains how to set up the overall non-stop storage environment based on an example configuration. Business servers on
the virtual system and the storage systems are duplicated, and vCenter Server, ETERNUS SF Storage Cruiser Manager/Agent, and ETERNUS
SF MA are set up on a single management server.

4. WSFC Cluster Configuration Procedure of the Non-Stop Storage Management Server
This chapter explains how to cluster the physical management server in a non-stop storage environment based on an example
configuration. Windows Server Failover Clustering (WSFC) is implemented in the management server for clustering ETERNUS SF Storage
Cruiser Manager/Agent.

The information after "1. Overview of Non-Stop Storage Environment" for the FUJITSU Storage ETERNUS DX S3 series also applies to the
FUJITSU Storage ETERNUS AF series and ETERNUS DX S4 series.
The verification results described in this document are current as of November 2016.

HPrerequisites
The product lineup and product information stated in this document are current as of November 2018.

mTarget Readers
This document is intended for readers familiar with FUJITSU Storage ETERNUS SF products, the FUJITSU Storage ETERNUS AF series and

ETERNUS DX series, VMware vSphere, and Windows Server.

mTarget Models
This document targets the following storage system models.
- FUJITSU Storage ETERNUS AF series

- FUJITSU Storage ETERNUS DX S3 series and later
*The ETERNUS DX60 S4/53, ETERNUS DX100 S4/53, and ETERNUS DX8100 S& are excluded.
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BmAbbreviations
This document uses the following abbreviations.

- FUJITSU Storage ETERNUS DX series ... ETERNUS DX series
- FUJITSU Storage ETERNUS AF series ... ETERNUS AF series
- FUJITSU Storage ETERNUS SF Storage Cruiser ... Storage Cruiser

- FUJITSU Storage ETERNUS SF AdvancedCopy Manager ... ACM

- FUJITSU Storage ETERNUS SF products ... ESF

- ETERNUS SF Manager ... ESF Manager

- ETERNUS SF Storage Cruiser Agent ... ESF Agent

- ETERNUS SF MA - MA

- Automated Storage Tiering function .. AST

- Automated Quality of Service ... Auto QoS

- Flexible Tier Volume - FTV

-VMware vSphere ... vSphere

-VMware ESXi ... ESXi

-VMware vCenter Server ... vCenter Server
-VMware vCenter Server Appliance ... VCSA

-VMware vSphere Web Client ... vSphere Web Client
-VMware vSphere Client ... vSphere Client

- Microsoft Windows Server 2012 R2 ... Windows Server
-Windows Server Failover Clustering .. WSFC

-Active Directory Server ... AD Server
-Domain Name System Server ... DNS Server

- Network Time Protocol Server ... NTP Server
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1. Overview of Non-Stop Storage Environment
This chapter provides an outline of the non-stop storage environment.

1.1. Overview of System Configuration

The system uses VMware vSphere 6 for virtualization.

The Storage Cluster function is used to provide duplicate storage systems and vSphere HA is used to provide duplicate ESXi servers for the
business servers.

Two Fibre Channel switches are also provided for redundancy.

A management server is used to manage the virtual environment and storage systems and to collect performance data.

The following figure shows a system configured with ETERNUS DX200 S3 storage systems and a single management server.

Using Storage Cluster with FCs is recommended. iSCSI is also supported, however a switchover with iSCSI can take anywhere between 30
seconds to 1.5 minutes.

Business Business Business Business
server server server server

#1 #2 #3 fin vlenter ESF  MA MA
' . [ ) Server Server Server Prove

05 o5

—

ESXi server (for the management server)

Application Hardware Quantity

e Business servers Fggﬁg;g?;;zsm M1 n
| * Fibre c";“"‘*' Management | FUJITSU Server 1

switches server PRIMERGY RX2540 M1
— Iz .Cha — Brocade 6505 switch 2

switches
LI Fggﬁ;g;ggo 53 2
) d = SAN multipath
Business drives s AN, used for operation

\ (using Storage Cluster for clustering) and monitoring

Figure 1 System overview

Note that this document omits the details and configuration procedures of the following servers that are required for non-stop storage
environments. Prepare them separately.

NTP Server
The ESXi servers, vCenter Server, ESF Server, MA Server, MA Probe, Fibre Channel switches, and the ETERNUS DX200 S3 use the NTP service to
synchronize their clocks.

DNS Server or AD Server
Required by vCenter Server, the ESXi servers, and management servers to check FQDNs with each other.
For a single server configuration, a DNS server or an AD server is required.
For an ESF server (installed in the management server) clustered by WSFC, an AD server is required.
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1.2. Software Block Diagram

This section describes the software used to provide non-stop storage.

Business servers

VMware vSphere 6.0 is set up on ESXi servers and used for the hypervisor layer.
vSphere HA is used for the cluster layer, with the virtual servers able to run on any of the ESXi servers.

Either Windows or Linux can be used as the 0S, depending on the requirements of the respective business servers.
Select the middleware that suits the operation based on the choice of 0S.

Management server

As is the case with the business servers, VMware vSphere 6.0 is set up on an ESXi server and used for the hypervisor layer.
Because this example uses a single management server, vSphere HA is not used for the cluster layer.

ESF Server: As this document assumes a Windows 0S, the Windows versions of ETERNUS SF are used.
MA Server: An MA server is set up as a directly connected appliance on a virtual server.
MA Probe: An MA probe is set up as a directly connected appliance on a virtual server.
vCenter Server: AvCenter server is set up as a directly connected appliance on a virtual server.
Business servers Management server
Business  Business  Business Business\ ( = MA MA vCenter\
server #1 server#2  server #3 server #n Server Server  Prove Server
- ~ < = N
X - . ETERNUSSE MA MA vilenter
Middleware App. App App App [ETERNHSSF | server Probe Server
\ i appliance § appliance § Appliance o4
»
0s dows | Winds - | |
Software F E
Cluster p
> 4
Hypervisor vSphere vSphere
A J
’ 3 \
Servers
No. of servers: 1
l.
N K )/
i'- = — _ .y )
Hardware Switches e : B '
No. of Fibre Channel switches: 2
= /
'\‘
Storage systems
No. of storage systems: 2 )
e A : 4

Figure 2 Software block diagram
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1.3. Overview of Business Server Operation

This section describes how the business servers work with non-stop storage.
The storage system (ETERNUS DX200 S3) is clustered at the storage system layer. If a failure occurs on the Primary storage, the storage
connected to the servers is switched over automatically by making the Secondary storage active.

AST "is used to allocate data to the storage system in an efficient manner. Storage clustering is performed at the level of the volumes used

for AST.

Because the business servers are virtualized, users are not aware of which ESXi server they are running on.
If a failure occurs on an ESXi server, its business servers are automatically shifted to another ESXi server and operation continues.

Business Business Business Business
server# | server #2 server #3 server #n
Software
layer
Server
layer
N’
)
Switch
layer
e
)
Storage - F-B‘IILIIE
system Flexible Tier Volume (FTV)
o S NS -
Business drives(using Storage Cluster for clustering)
\ y -/

Figure 3 Overview of business operation

ESF MA MA vCenter
Server Server Prove Server
@ VM [VM | VM
Windows

No. of servers: 1

——— 5AN multipath

s | AN, used for operation
and monitoring

*1: 1f the ETERNUS DX series is used as the storage system, optimal data allocation is automatically performed for the installed high-speed and low-speed drives according to the

data access frequency.

AST is not applicable to the ETERNUS AF series because all the drives are SSDs.
IFAST is not used, Standard Volumes or Thin Provisioning Volumes (TPV) are used as business volumes.
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1.4. Overview of Monitoring Server Operation

The ESF Server is used to manage the storage system (ETERNUS DX200 S3). It handles all aspects of storage operation, including

configuration changes, AST settings, and Auto QoS policy settings.

MA Probe collects performance data on the storage systems and servers. It can collect performance data from a variety of sources, including

ETERNUS Probe, VMware Probe, Linux Probe, and Windows Probe.

MA Server stores the performance data collected by MA Probe. It provides long-term archiving of the performance data, enabling analysis of

performance over a period of years.

vCenter Server is used to configure and manage the virtual environments running on the ESXi servers. If a failure occurs on an ESXi server, its

virtual servers are switched over to another ESXi server and automatically restarted.

Business Business Business Business
server#l server#2 server #3 server#n
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Software

layer

vSphere

ETERNUS
SF

ESF MA
Server Server

MA \ vlenter
Prove Server

Monitering and operation

of ESXi servers
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- vSphere HA configuration
settings

-AST
- Auto QoS

Store data collected by MA
Probe on MA Server

- r h
_,-.:_ A | (ollection of performance data |

_______________________ -+ --.}.i bETEErREEHsU?J Mﬁ\ Probe :
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e LWoarcProbe ]
Iaye[ S Ay
Business drives ETERNUS operation monitoring with
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Figure 4 Overview of the monitoring operation
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2. Example Configuration and Setup Procedure
This chapter outlines the configuration examples used in this document and the configuration procedures.

"3. Non-Stop Storage Configuration Procedure" explains how to set up the overall non-stop storage environment shown in "1. Overview of
Non-Stop Storage Environment" based on an example configuration. The following figure shows the example configuration, and a range of
configurations.

_— _— _— —_— —_— —_— L | _— _— L | L | _— _— L | L | _— _— L | _— —-— LI —_— —_—
Business Business Business Business

server#1 server#2 server#3 server#6 vCenter ESF MA MA
— ’ 3 — — Server  Server Server  Prove

ofjolo

ESXi server [for the rnanagement server)
ESXi servers (for business servers) (vSphere HA) [=———— = = ——
h -

I
s T I —
.ll_ﬂﬂiul-l-l-l_ - -

——

Fibre Channel

switches -

Overall non-stop storage
environment configuration

SAN multipath

mm— | AN, used for operation
and monitoring

*sumss Range of configurations

Business drives
{using Storage Cluster for clustering)

\\
.

Figure 5 Example of a non-stop storage environment, and a range of configurations

"4. WSFC Cluster Configuration Procedure of the Non-Stop Storage Management Server" explains how to cluster an ESF server (installed in the
management server) with WSFCin a non-stop storage environment based on an example configuration. Assuming that the ESF server is set
up on a single physical server, Chapter 4 shows the procedures to create WSFC shared drives and to cluster ESF servers. The following figure
shows the example configuration, and a range of configurations.

Business Business Business Business

server#1 server #2 server #3 server #b = e e e mm o = = =

vCenter I ESF Server: Operating ESF Server: Standby [
59"’9' I ETERNUS SF ] ETERNUS SF
- !
3 [
l [
. ESXi servers (for business servers) (vSphere HA) ) I. Managementserve[ Management server
Fibre Channel ————— | ¥ R
switches T ! ~ PR
==t : X '] ‘."ﬂ- -
1 ' / ialal Ldade
. ; I
— _ \ ,,
V. Changing the ESF servers to
g a W5FC cluster environment
' ’
A A= ——— N el
Business drives ol
_— L | L | _— _— —_— - - _— L | - {
| — ) "".‘...-—-"I"'" \ === SAN multipath
I wﬁ wﬁ | I Creating WSFC shared drives I | AN, used for operation
WSFCShared d”ves and monito[ing
. L [u5|ng Storage Cl_ust(iiuriluste_rlng]_ — I H Range of configurations

Figure 6 Example of non-stop storage management servers clustered with WSF, and a range of configurations
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3. Non-Stop Storage Configuration Procedure

This chapter provides a configuration example of a non-stop storage environment and its configuration procedure.

3.1. Configuration

The configuration of the non-stop storage environment and its major settings are explained.

3.1.1. Outline of the Business Volume Configuration

As business servers, VMware vSphere ESXi is installed in two PRIMERGY servers and VMware vSphere HA is configured in the virtual

machines on the ESXi server.

Virtual machines use the virtual logical volumes (FTV) on the storage system as disk resources.

Two ETERNUS DX200 S3s are used for the storage system, and the virtual logical volumes (FTV) are synchronized between storage systems

by the Storage Cluster function.

The Storage Cluster function determines the Primary storage and the Secondary storage from the TFO group.
In this example, a bidirectional FTV synchronization is performed using two different TFO groups of the Primary storage.

FTVs are created in automated storage tiering pools (Tier pool).

Data within the Tier pool is relocated between high-speed disks and low-speed disks based on access frequency.
Disks can be a combination of SSDs, Online SAS disks, and Nearline SAS disks.
In this example, a 2-tier configuration using Online SAS disks as the fast disks and Nearline SAS disks as the slow disks is used.

For a 3-tier configuration example, refer to "4.1.1. Outline of the Overall Configuration".

The business volume configuration in this example is shown below.

VMware HA
- | |
prIMERGy ESXi server ESXi server PRIMERGY
Business server #1 Business server #2
Brocade 6505
e
R aa— Y
hY N
=
[
g | Trogrowp#1

Synchronization

moooo

TFO group #2

Synchronization

Online 545 Mearline S45
| |

B00GE | BO0OGE 118 1B :

Enclosure 10.000rpm | 10.000rpm | 7.200pm §7.2000pm 1
1

1

L ]

RAID 1
1 2 3 4

ETERNUS DX20053 [DX2004#1]

Online 545
1

Mearine SA5
1

Enclosure

600GE | 600GE
10,000rpm | 10,0007pm

176 1B I
7.200pm | 7.2000pm i
1
1

E—

RAID 1

Figure 7 Business volume configuration overview

ETERNUS DX20053 [DX20042]
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3.1.2. SAN Connection Configuration Overview
Use of the Storage Cluster function requires a connection between the business server and the storage system, and a connection between

storage systems.

(1) Connection configuration between the business server and the storage system
With the Storage Cluster function, the FC ports of two storage systems are configured as a CA port pair.
With CA port pairs, storage systems accessed by a business server is switched according to Linkup/Linkdown of the FC port.
During normal operation, the FC port of the Primary storage is in the Linkup state and the FC port of the Secondary storage is in the
Linkdown state.
To configure a CA port pair, a dedicated port is required for each TFO group.
In addition, for redundant communication paths between the server and storage system, two CA port pairs per TFO group are
configured.

- CA port pair configuration of TFO group #1
A CA port pair is configured with the FC port of DX200#1 and the FC port of DX200#2.
The FC ports that make up the CA port pair should be connected to the same Fibre Channel switch.
For redundant communication paths, two CA port pairs are created and connected to different Fibre Channel switches.
A business server is connected to two Fibre Channel switches so the server can access both CA port pairs.
The CA port pair configuration of TFO group #1 in this environment is shown below.

Business server #1 Business server #2
Brocade 6505 [} ! I
[Brocade#1] ol e , | Brocade 6505
e . ] CA part pair #1 e . [Brocaded?]
CA port pair #2 |
Channel Channel Channel Channel Channel Channel Channel Channel
Adapter #0 | Adapter#1 Adapter #0 | Adapter #1 Adapter #0 | Adapter#1 Adapter #0 | Adapter#1
(MO B (M CM#O _ Mit1
8 S Primary _,,-)

ETERNUS DX20053 [DX200#1] ETERNUS DX20053 [DX20042)

Figure 8 CA port pair configuration of TFO group #1

- CA port pair configuration of TFO group #2
TFO group #2 uses FC ports different from those in TFO group #1 to configure a CA port pair.
The FC port and Fibre Channel connection configuration, and the business server and Fibre Channel switch connection configuration
are the same as TFO group #1.
The CA port pair configuration of TFO group #2 in this environment is shown below.

Business server #1 Business server #2

Brocade 6505 I 1
[Brocade#1 - | Brocade 6505

smmmm o [Bowden?]

Channel Channel Channel Channel Channel Channel Channel Channel
Adapter #0 | Adapter #1 Adapter #0 | Adapter #1 Adapter#0 |Adapter#1 Adapter#0 | Adapter#1
CM#1 CM#0 CM#1

\ - \“LPrimar\r_r;

ETERNUSDX20053 [DX200#1]

ETERNUS DX20053 [DX20042]
Figure 9 CA port pair configuration of TFO group #2
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(2) Connection configuration between storage systems
The Storage Cluster function uses REC paths to synchronize data between storage systems.
REC paths use a dedicated FC port (RA mode) to connect storage systems.
For redundant communication paths, two REC paths are configured by connecting to different Fibre Channel switches or by directly
connecting between storage systems.
In this example, the connection configuration between storage systems via Fibre Channel switches is shown.
For the configuration using a direct connection between storage systems, refer to "4.1.2. SAN Connection Configuration Overview".

Brocade 6505
[Brocade#1] - Brocade 6505
L
MRS REC path SO [B10cade#2]
REC path
Channel Channel Channel Channel Channel Channel Channel Channel
Adapter #0 | Adapter#1 Adapter #0 | Adapter #1 Adapter #0 |Adapter#1 Adapter #0 | Adapter#1
(MEO CVM#1 (M#0 CM#1
ETERNUSDX20053 [DX200#1] ETERNUS DX20053 [DX20042]

Figure 10 Inter-storage connection configuration

3.1.3. Outline of the Operation Management Configuration

A monitoring server is installed to monitor business servers and storage systems, and to collect performance information.
VMware vSphere ESXi is installed in one PRIMERGY server to configure the following virtual machines on the ESXi server.

- Operation management server (ESF Manager, Storage Cluster controller, and ESF agent)

- MA Server

- MA Probe

- vCenter Server

For redundant storage operation/monitoring environments by WSFC, an operation management server must be installed as a physical
server.

Use the local disk of the PRIMERGY server as the disk resource of the virtual machines on the monitoring server,

For an overview of the monitoring server, refer to "1.4. Overview of Monitoring Server Operation".
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3.1.4. Hardware/Software
The hardware and software licenses used in this example are listed below.

Hardware
- ETERNUS DX200 S3 x 2
- 600 GB/10 krpm 2.5-inch SAS disk drive x 2 x 2
- 1TB/7.2 krpm 2.5-inch Nearline SAS disk drive x 2 x 2
- PRIMERGY RX2540 M1 x 3
- Brocade 6505 x 2

Firmware of the ETERNUS DX200 S3 should be V10L32 or later.

In addition to the above, provide network devices such as L2SW, DNS server, NTP server, and work PC.

Software, licenses
- VMware vSphere 6.0 (ESXi)
- VMware vCenter Server Appliance 6.0
- Windows Server 2012 R2 (for business server x 2, for ESF Server x 1)
- ETERNUS SF Storage Cruiser/ACM/Express 16 media pack (Windows 64-bit version)
- ETERNUS SF Storage Cruiser V16 Standard License for Tier1 x 2 licenses
- ETERNUS SF Storage Cruiser Storage Cluster Option for Tier1 x 2 licenses
- ETERNUS SF Storage Cruiser Optimization Option for Tier1 x 2 licenses
- ETERNUS SF Storage Cruiser QoS Management Option for Tier1 x 2 licenses
- ETERNUS SF AdvancedCopy Manager V16 Standard License for Tier1 x 2 licenses
- ETERNUS SF MA 8 media pack
- ETERNUS SF MA 8 Tier1 x 2 licenses
- ETERNUS SF MA 8 for VMware x 2 licenses

The ETERNUS SF products of the following versions are used in this example.
- ETERNUS SF Storage Cruiser 16.3
- ETERNUS SF MA 8.4

When using the ETERNUS AF series as the storage system, use the following versions of ETERNUS SF products.
- ETERNUS SF Storage Cruiser 16.4
- ETERNUS SF MA 8.5
Apply patch number MAP201609001 to ETERNUS SF MA 8.5.

If using ETERNUS SF products of versions different from those listed in this document, refer to the product manuals for the appropriate
procedure.
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3.1.5. Connection Diagram

The configuration of LAN and SAN used in this example are shown below.

Business server #1

"
PRIMERGY

|Fccard IF[[ard IF[[ard |FC[ard |

' Business server #2

|:. :

PRIMERGY

IFCCard IFCCard IF[Eard IF[[ard |

| Monitoring server
-
PRIMERGY

Brocade FC switch

w1

Channel
Adapter #0

Channel
Adapter #1

M#0

Channel
Adapter #0

Channel
Adapter #1

M#1

Channel
Adapter #0

Channel
Adapter #1

M#o

Channel Channel
Adapter#0 | Adapter#1

kgl

ETERNUS DX20053

Figure 11 Connection diagram

ETERNUS DX200 53

SAN (TFO group #1)
SAN (TFO group #2)
SAN (REC path)
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3.1.6. List of Parameter Settings
The main settings of the network and storage system for this example are described below.

Network
Device/Virtual machine Hostname IP address
Business server #1 esxi0l 192.168.30.31
Business server #2 esxi02 192.168.30.32
Monitoring server esxi03 192.168.30.33
Brocade#1 fcswO1 192.168.30.10
Brocade#2 fcsw02 192.168.30.11
DX200#1 dx200-1 192.168.30.12
DX2004#2 dx200-2 192.168.30.13
Business server VM#1 sv-1a 192.168.30.51
Business server VM#2 sv-1b 192.168.30.52
Business server VM#3 sv-1c 192.168.30.53
Business server VM#4 sv-2a 192.168.30.54
Business server VM#5 sv-2b 192.168.30.55
Business server VM#6 sv-2¢ 192.168.30.56
’(\)A[;enraagti:rr)l management server (ESF asf-m 192.168.30.21
MA Server ma-sv 192.168.30.22
MA Probe ma-pr 192.168.30.23
vCenter Server VC-SV 192.168.30.24

Table 1 Hostnames and IP addresses

Storage system

DX200#1 DX200#2 Usage
Port Port | Mode Port Port | Mode

type type
CM#0 CA#O port#0 | FC CA CM#0 CA#O port#0 | FC CA TFO group #1

CM#0 CA#O port#1 | FC RA | CM#0 CA#O port#1 | FC RA REC path
CM#0 CA#1 port#0 | FC CA | CM#0 CA#1 port#0 | FC CA | TFO group #2
CM#1 CA#O port#1 | FC CA | CM#1 CA#O port#1 | FC CA | TFO group #1
CM#1 CA#O port#1 | FC RA | CM#1 CA#O port#1 | FC RA REC path

CM#1 CA#1 port#0 | FC CA | CM#1 CA#1 port#0 | FC CA | TFO group #2
Table 2 Port settings

. . Low sub-pool High sub-pool FTV
Tier Policy Tier # of # of Allocation
pool name | name Disk disks RAID Disk disks RAID | FTVname | Size method
pool.1 gold 5 Nearline ) RAID | Online ) RAID | volumel | 800GB Thin
- SAS 1 SAS 1 volume2 | 800GB Thin

Table 3 DX200#1 Tier pool settings
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) : Low sub-pool High sub-pool FTV
Tier ol Tier # of # of Allocation
pool name | name Disk . RAID Disk . RAID | FTVname | Size
disks disks method
pool 2 gold , Nearline , RAID | Online , RAID | volumel | 800GB Thin
- SAS 1 SAS 1 volume2 | 800GB |  Thin
Table 4 DX200#2 Tier pool settings
Primary/Secondary .
Name TFO group name DX200#1 | DX20042 CA port pair
) Reference the port
TFO group #1 TFOG_1 Primary | Secondary settings
TFO group #2 TFOG_2 Secondary | Primary Referencg the port
settings
Table-5 TFO group settings
_ server HBA Port LUN No. Affinity/ FTV
information LUN group name
vmhba3 CM#0 CA#0 port#0
0 AG 1 volumel
vmhbas CM#1 CA#O port#0
esxi01
vmhba5 CM#0 CA#1 port#0
1 AG_2 volume?2
vmhbab CM#1 CA#1 port#0
vmhba3 CM#0 CA#0 port#0
0 AG_1 volumel
vmhbas CM#1 CA#O port#0
esxi02
vmhba5 CM#0 CA#1 port#0
1 AG_2 volume?2
vmhbab CM#1 CA#1 port#0
Table 6 DX200#1 access path settings
e HBA Port LUN No. Gty FTV
information LUN group name
vmhba3 CM#0 CA#0 port#0
0 AG_1 volume1
vmhba4 CM#1 CA#O port#0
esxi01
vmhba5 CM#0 CA#1 port#0
1 AG_2 volume2
vmhbab CM#1 CA#1 port#0
vmhba3 CM#0 CA#0 port#0
0 AG_1 volume1
) vmhba4 CM#1 CA#0 port#0
esxi02
vmhba5 CM#0 CA#1 port#0
1 AG_2 volume2
vmhbab CM#1 CA#1 port#0
Table 7 DX2004#2 access path settings
Target volume Priority
volumel High
volume?2 Low
Table 8 DX200#1 Auto QoS settings
Target volume Priority
volume1 High
volume?2 Low

Table 9 DX200#2 Auto QoS settings
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3.2. System Configuration WorkFflow
The workflow of the environment configuration is shown below.

Outside the scope of this document

ETERNUS DX200 S3/ETERNUS SF work

Section Fibre Channel switch operation VMware work

‘ Check before work

+

| Initial settings of ETERNUS DX20053 |
33 1

Advan.ce ‘ Initial settings of Fibre Channel switches ‘
Preparations

v
| Installing ESXihosts and v(enterserver ‘

v

| Creating the management server ‘

‘ Installing ETERNUS SF Manager }1
v
3.4 ‘ Setting up ETERNUS SF Manager ‘
Installing 1
ETERNUS SF - —— 1
Manager ‘ Device registration to ETERNUS SF Manager ‘
v
‘ Registering the ETERNUSSF License ‘
L
‘ Checking the WWN and HBA
3.5
Preparation for ¢
ETERNUS Zoning settings of Fibre Channel switches
Connections

Figure 12 Workflow 1 of the environment configuration
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Dutside the scope of this document

. ETERNUS DX200 S3/ETERNUS SF work
Section . . . VMware work
Fibre Channel switch operation

| Enabling Automated Storage Tiering ‘

v
3.6 | Creaking tiering policies ‘
Setting
L 2

Automated |

Storage Tiering Creating tier pools ‘

v

Creating FTVs

b
| Installing ETERNUS SF Agent |

L 2
| Setting up the Storage Cluster Controller ‘

v

| Setting up ports ‘

\ 4
3.7 | Setting up REC paths ‘

Setting Storage b 4
Cluster | Setting up TFOGs ‘

v

| Preparations for business volumes ‘

v

| Setting up access paths ‘

v

| Confirmation of synchronization startup ‘

h 4
Creating datastores

3.8 h 2

Creating |Creating the business server Vi environrnent‘
Business Servers T

| Configuring VMware vSphere HA ‘

Figure 13 Workflow 2 of the environment configuration
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[ Outside the scope of this document |

Section

ETERNUS DX200 S3/ETERNUS SF work
Fibre channel switch operation

VMware work

3.9
Configuring
Auto Qo5

Confirming target volumes |

4

Enabling the Auto Qo5 function |

v

Configuring the parameters
related to Auto Qo5

3.10
Installing MA

v

Installing MA Server appliance |

-

Setting up MA Server |

-

Installing MA Probe appliance |

-

Setting up the MA Probe appliance |

31
Setting Up MA

b

Sharing ETERNUS SF folders

-

Adding ETERNUS SF Probe

v

Adding VYMware Probe

Figure 14 Workflow 3 of the environment configuration
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3.2.1. Description of ETERNUS SF Web Console

Web Console has two display layouts, Dashboard and Detail View. Dashboard is initially displayed by default.
In this document, Detail View is used to explain the storage system settings and other operations unless otherwise specified.

3.2.1.1. Web Console Screen
The Web Console screen is displayed as shown below.
This document uses terms that specify each part when explaining an operation.

Dashboard screen layout

ETERNLS SF i piv  Fav 7 Fufitsu ( ] )
Dashboard * add + Meve N \

Access Status Chart H Beuice Status. H Logs |y ( 2 )
Targwt | Eioeoos 1 Bemeration |Lotees | PagaifiTe b a Fage 177w b
FTRP IBIAB FIRF Capacity .
v = 1/0 Rate b Trpe Lol ¥ Level Target
Do - =] . B 2015M11/08 16:5601 ) 1
o 9 - 2015/11/08 16:3906 €Y WWIN-MTCBEVEL / ( 3 )
L8 ] . B 20151108 16:35:59 ETDX20053_1 /
g4
= o - 2015/11/09 16:34:30 Q ETDX20053 1
nz
o . ﬂ 2015711/09 16:30=07 Q ETDX20053_1
=153 nas o LE 100 < 3
IME]
RAID Group Capacity Sumeary i TPV Capacity Ranking (Al Systesn) H TP Capacity Ranking (ANl Systers) I
Wisedi12.41 TE) Page /1% NAS_Val 0
Enused(546 T5} - L ]
0.~ Name Used Capaxity
Unuses - 3056% B 7 ® ‘.
E — £ | 3y

Figure 15 ETERNUS SF Web Console Dashboard

Detail View screen layout

Figure 16 ETERNUS SF Web Console

ETERNUS SF Daahbasid | Leer i rator Sy fiTs (4)

s

Qo Ho= 41 Qo [[Hw1 &0 O e 0

(6)

FC Swiich;
< Discover
______ Sever. ( 7 )
4 Reaster
Wizard
Storsga Cont
: - - : il Assign Wolime
Avaiiable (TE| Tatal (TH) E _Pari 1 Biackup Wizaiid
.28 026 F_Pont. a0
545 1787 FL_Port 1 tor Exchanga Sarver
515 1454 Tewl 42 for SOL Server
(%3} 250 Reslare Wizard
b i ter ExChanga Sarver
00 000 —
.00 200 fior S0 Server
0.00 0.00
000 noe
h g

- Job Status

(8)
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Item Display Item Description
No
(1) Common User menu Web Console shows the login user name. This menu can switch the screen to
and from Dashboard or Detail View.
(2) Dashboard Menu area The overall status, the process status, the unchecked log list, and the operation
menu on the panel area are displayed.
(3) Panel area Shows information necessary for system operation and management. Up to 24
panels can be displayed.
(4) Detail Global Upon dlicking category, the top menu of that category is displayed on the
View navigation tab category pane.
(5) (Category pane Alist of selectable cateqories is displayed.
Clicking an item displays information of that item on the Main pane.
(6) Main pane The menu and setting information is displayed.
A description of the current Main pane is displayed in the [Information] field.
(7) Action pane Displays a list of actions that can be performed for the item displayed on the Main
pane.
(8) Job Status pane Displays the process state of a job executed with ETERNUS SF Web Console and
displays a dialog message starting with "The job has been submitted for
processing” that can be checked. Opens/Closes by clicking the bar.

Table 10 ETERNUS SF Web Console screen description

3.2.1.2. Checking the Common Processes of ETERNUS SF Web Console Operations
ETERNUS SF displays the message "The job has been accepted for processing", but a different operation must be used to check whether

the setting is successful.

This confirmation operation is common to most ETERNUS SF Web consoles, so refer to this chapter when checking a process.

Note

To check the result of a job submitted from ETERNUS SF Web Console, open the Job Status pane.
In the Job Status pane, confirm that the status is "Success" and then proceed to the next step.

Apart from this, the success and failure counters are updated in the job result counter area at the top of the screen.

rufitsu

ETERNUS SF Dashboard  User 10 Administrator  Logoul
(Waming) = 02 43 ©0 g1 a1 00 Won a1 o Qw1 an ou ] @ -
m storage | netuock | server | mspview | seneuisr | rog | syssem |

[

Job result counter
1 B w Information "
1) Status summary of e registersd resaurces. it
Hardware Components Events Job StatUS pane
Storape Netwark Server i) Infarmation 5100
Mormal 3 1 72 ;. Wamni 2
— ; uming i -
* Filter Setting
e | [ char
Total 67 racords | <= < 1/7 pages = == | [1 Daga: Go_| | Dispiay [10_ | records
Date < | User i Action Status sl | Targat |
201802001 115717 - AtdMafy Thieshek! Moniiodng Configuration B Waiting - -
20151109 171525 usenna Creale NAS Interface v Completed & Success ETOX20083 1
2015110 171223 userl3 Creats Shared Folder v Compiated © Success ETOX20053_1
201511706 170250 ¥y Threshokl ing C ~r Complatad & Tuccess ETDXH053_1
20151108 17,0056 ¥y Dietele RAID Group + Completed & Success ETOX20083 1
20151109 17:00:45 usenls Delete RAID Graup + Complated & sSuccess ETOX20083 1
20151109 165343 wy Distste Thresnold Menfiaring Configuration v Complated © Success ETOX20053_1
20151108 165601 userld Creale Shared Folder ~ Complated 2 Failed ETDXZ0053_1
20E108 16,5105 ¥y AtdMaty Thieshel! Moniiodng Configuration + Completed & Success ETOX20083 1
20151109 16:45:42 wy Create RAID Group v Complated & Suce ETOX20053_1
.

Figure 17 Job Status pane display
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3.3. Advance Preparations

As advance preparations for installing ESF Manager, configure the initial settings of the ETERNUS DX200 S3, install and set up VMware
vSphere ESXi and vCenter Server, and create an operation management server.

3.3.1. Check before Work

Check that the required environment is in place before starting the work.
- Check that the NTP server is available.
- Check that the hostnames of the ESXi hosts, vCenter server, and operation management server (ETERNUS SF) comply with the standard
naming conventions of RFC952/1 1237
(In the case of Windows DNS, ASCII and Unicode extended characters are supported, but not in the case of ESXi hosts.)
- Check that the name can be resolved (forward and reverse) correctly by the DNS server for the ESXi hosts, vCenter server, and operation
management server (ETERNUS SF).

*2: Standard naming conventions of RFC952/1123: The following characters can be used. "0-9", "a-z", "A-Z", "- (hyphen)", and "." (domain delimiter only)".

3.3.2. Initial Settings of ETERNUS DX200 S3

Configure the initial settings of the ETERNUS DX200 S3 so it is operable from ETERNUS SF Manager.

For the setting items and the setting procedure, refer to "Disk Storage Systems and All Flash Arrays” under "Environment Configuration” in
ETERNUS SF Storage Cruiser Operation Guide.

For details on the settings, refer to ETERNUS DX, ETERNUS AF Configuration Guide (Web GUI).

Note
To manage the ETERNUS DX200 S3 from ETERNUS SF Manager, the ETERNUS DX200 S3 must be connected to the management LAN
network and a user with the Software role must be created.

Checklist
Check the following items before proceeding to the next step.
- The device name setting is completed.
- The network setting is completed.
- A user with the Software role is created.

Item Setting content Sett[i)r)g(\)/gil;;e el Sett[i);ga/g#l#ljze al
IP address (Management LAN IP address) 192.168.30.12 192.168.30.13
SNMP community name (Any) public public
User (User name with the Software role) esfuser esfuser
Password (Password) (Password) (Password)

Table 11 ETERNUS DX200 S3 initial setting example
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3.3.3. Initial Settings of Fibre Channel Switches

Configure the initial settings of the Fibre Channel switch so it is manageable from ETERNUS SF Manager.

For the setting items and the setting procedure, refer to “Fibre Channel Switch" under "Environment Configuration” in £7ERNUS SF Storage
Cruiser Operation Guide.

For details on the settings, refer to the manuals of the device.

Note
To manage Fibre Channel switches from ETERNUS SF Manager, they must be connected to the management LAN,
SNMP must be able to communicate with ETERNUS SF Manager, and a user with a security level of administrator is required.

Checklist
Check the following items before proceeding to the next step.
- The device name (SysName) setting is completed.
- The network setting is completed.
- The SNMP community name and SNMP community name (WRITE) are set.

. Brocade#1 Brocade#?2
Item Setting content . -
Setting value setting value
Device name (Device name) fcswO1 fcsw02

IP address

(Management LAN IP address)

192.168.30.10

192.168.30.11

SNMP community name

(SNMP community name)

public

public

SNMP community name

(WRITE) (SNMP community name (WRITE)) | private private
(Username with administrator ) .

Username . admin admin
rights)

Password (Password) (Password) (Password)

Table 12 Fibre Channel switch initial setting example

3.3.4. Installation of ESXi Hosts and vCenter Server

Install VMware vSphere ESXi in business servers #1 and #2, and in the local disk of the management server.
Install vCenter Server Appliance in the management server.
After installing vCenter Server Appliance, log in to vSphere Web Client and register business servers #1 and #2 as hosts.

(For the procedures related to VMware vSphere ESXi and vCenter Server, refer to the documentation for VMware vSphere 6.)

Note

To collect performance information on VMware vSphere ESXi and each VM with ETERNUS SF MA, a user with authority to read access

vCenter Server must be created.

Checklist

Check the following items before proceeding to the next step.
- Business servers #1 and #2 are registered as hosts with vSphere Web Client.
- A user for ETERNUS SF MA has been created.

ltem Setting value
Username mauser@vsphere.example.com
Password (Password)
Group Users
Role of vCenter Server Read-only

Table 13 Example vCenter Server user settings for ETERNUS SF MA

3.3.5. Creation of Operation Management Server

Create a VM on the management server and install the 0S (Windows Server 2012 R2) for the operation management server on the local disk.
After installing the OS, perform the required network settings to connect to the management LAN.

(For the procedures related to VMware vSphere ESXi and vCenter Server, refer to the documentation for VMware vSphere 6.)

(For the Windows Server 2012 R2 settings, refer to the appropriate documents on the Microsoft website.)
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3.4. Installing ETERNUS SF Manager

Install ETERNUS SF Manager in the operation management server.
Configure the following after the installation.

- ETERNUS SF Manager setup
- Device registration to ETERNUS SF Manager

- ETERNUS SF license registration

3.4.1. Installing ETERNUS SF Manager

Install ETERNUS SF Manager in the operation management server.
For details, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager Installation and Setup Guide.

(1) Login to the operation management server as a user that has Administrator privileges.

(2) Set ETERNUS SF SC/ACM/Express media pack (Windows 64-bit version) manager program (1/2) in the operation management server
and start it.

(3) The initial screen is displayed. Click [Manager installation].

FUJITSU Storage ETERNUS SF Storage Cruiser /

ETERNUS SF AdvancedCopy Manager / ETERNUS SF Express
S —

Installs Manager(64bits) to this computer.
Run Windows Update to make an update of the system. If the system is not updated to the latest version,

the installation may fail.

Copyright 2013-2017 FUJITSU LIMITED
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(4) The setup language selection screen is displayed. Select [English (United States)] and click the [OK] button.
The language selected here will be applied during the installation process.

Select the language for the installation from the choices below.

l| English (United States) v

(5) On the [Welcome to the InstallShield Wizard for ETERNUS SF Manager] screen, click the [Next] button.

Welcome to the InstallShield Wizard for ETERNUS
SF Manager

The InstallShield Wizard will install ETERNUS SF Manager
on your computer, To continue, dick Next,

Copyright 2018 FUJITSU LIMITED Page 25 of 121 http://www.fujitsu.com/eternus/



White Paper FUJITSU Storage ETERNUS AF series and ETERNUS DX series Non-Stop Storage Reference Architecture Configuration Procedures for Storage Cluster

(6) Onthe [License Agreement] screen, read the displayed terms and conditions. Accept the terms and conditions by selecting [I accept the
terms of the license agreement], and then click the [Next] button.

License Agreement
Please read the following license agreement carefully.

License Agreement

Subject to the acceptance of the terms and conditions contained in this License

Agreement ("Agreement”), Fujitsu Limited ("Fujitsu®) grants to customers the license to
use the object product as permitted hereunder.

This Agreement certifies the license to the ETERNUS 5F Storage Cruiser [

AdvancedCopy Manager [ Express ("Object Product”) as permitted hereunder and
your acceptance of the terms and conditions hereof,

1. INSTALLATION

| <pack [ next>

(7) On the [Install option] screen, select [ETERNUS SF Manager is installed] and then click the [Next] button.

ETERNUS SF Manager - InstallShield Wizard X

Install option
Select the Option and the Feature to install.

Feature selection

| @ ETERNUS SF Manager is installed [E) |

(O AdvancedCopy Manager Copy Control Module is installed.(4)

Option selection
(® Default Installs the program with default setting.

() Custom Allows users to specify install destination, start up account and port
numbers used by services.

IP Address of the Management Server -~ 10.124.140.19

InstzliShield

<Back Nest> | | Cancel
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(8) On the [Start Copying Files] screen, confirm the settings. If the settings are correct, click the [Next] button. To change the settings,
click the [Back] button.

ETERNUS SF Manager - InstallShield Wizard X

Start Copying Files
Review settings before copying files.

Setup has enough information to start copying the program files. If you want to review or
change any settings, dick Back. If you are satisfied with the settings, dick Next to begin
copying files.

Current Settings:

ETERNUS SF Manager A

Program Directory =
C:\ETERNUS_SF

Environment Directory
C:\ETERNUS_SF

Work Directory
C:\ETERNUS_SF

Port number v |
< >

| <Back [ next> Cancel

(9) When the [Installation Complete] screen is displayed, click the [Finish] button.

Installation Complete

The InstaliShield Wizard has successfully installed ETERNUS
SF Manager. Click Finish to exit the wizard.

Cancel

Checklist
Check the following items before proceeding to the next step.
- [ETERNUS SF Manager] is displayed in the [Programs and Features] screen of Control Panel.
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3.4.2. Setting Up ETERNUS SF Manager
Set up the user and web browser to use ETERNUS SF Manager from Web Console.

Check the connection to ETERNUS SF Web Console.

3.4.2.1. User Settings of ETERNUS SF Manager
After logging in to the operation management server, with the local user and group (local) settings, create the following ETERNUS SF role

group.
Item Setting content Description
esfadmin(fixed) All Web Console operations are available
Group name - - ) -
esfmon(fixed) All Web Console display operations are available

Table 14 ETERNUS SF role group

Create a user for ETERNUS SF operations and a user for displaying and then assign them to the ETERNUS SF role group and the OS group.

ltem Setting content (Username) Setting content (Affiliated group) Description
Username esfroot esfadmin (fixed), Administrator All Web Console operations are available
Group esfuser esfmon (fixed) Al Web Console display operations are
available

(For the Windows Server 2012 R2 settings, refer to the appropriate documents on the Microsoft website.)

Table 15 ETERNUS SF user setting example

3.4.2.2. Settings to Use Web Console

Enable JavaScript and cookies for ETERNUS SF Web Console via a Web browser of a PC or server.

(For the procedure to enable JavaScript and cookies, refer to "Operating Environment and Environment Settings" in E7ERNUS SF Web
(onsole Guide.)

3.4.2.3. Connection Check from Web Console
Connect to ETERNUS SF Web Console and perform a login verification.
(For details on the procedure, refer to "Starting and Stopping Web Console” in ETERNUS SF Web Console Guide.)

(1) Connect to ETERNUS Web Console by specifying the following URL in the work PC's Web browser.
https://(IP address of operation management server):9855/

(2) Enter a valid username and password on the login screen and then click the [Login] button.
Use the username and password set for operations in 3.4.2.1. User Settings of ETERNUS SF Manager.

FUJITSU Storage

ETERNUS SF Storage Cruiser

[=2)
FUJITSU

ETERNUS SF AdvancedCopy Manager

ETERNUS SF Express
Uszer ID Password
Language Time
English 2018/05/16 18:11:59

Manual Option <<
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(3) Confirm that the login to ETERNUS SF Web Console is successful and that the [Dashboard] screen is displayed.

i
ETERNUS SF N S B4z~ Administrator FUjiTS
*add 4 Move
|
Access Status Chart E Device Status E Logs E
Targat ETOX20053 1 Generation | |atest v q Page 1/17w b qQ, Page1/Tivw  #
FTRP 3IBZKAB_FTRP Capacity  _
TV 170 Rate _ Type Mame = Status Type Date ~  Level Target
Date: [] 2008R25P1_DWL1 (] - 2015/11/09 16:56:01 €3 ETDX20053_1
10
08 ] 2008R25P1_DWL1_EN o - 2015/11/09 16:39:06 ) WIN-MTCESV2L
E 05 [} 2008R25P1_DWL2 (] - 2015/11/09 16:35:59 Q) ETDX20053_1
O 04
= ] 2008RZ5P1_DWL3 (1] - 2015/11/09 16:34:30 ) ETDX20053_1
oz
00 [} 2012JPAD_DWL [} . T 2015/11/09 16:30:07 €3 ETDX20053_1
0.0 0.20 CAQ 4] 0y 100 < 7
[ME]
RAID Group Capacity Summary E TPV Capacity Ranking (All System) E TPV Capacity Ranking (All System) E
WUsed(12.41 T8) Page 1/ 1% NAS_ Vol 0
M Unused(5.45 TE) o
Mo. =~ Name Used Capacity
Unused : 30.55% g® N
- mrme e am — = 1
100% -

3.4.3. Device Registration to ETERNUS SF Manager
Register the ETERNUS DX200 S3 and the Fibre Channel switches in ETERNUS SF Manager.

3.4.3.1. Registration of the ETERNUS DX200 S3
Register DX200#1 and DX200#2 to ETERNUS SF Manager.
(For details on the procedure, refer to "Register ETERNUS Disk Storage System" in ETERNUS SF Web Console Guide.)

(1) Afterlogging in to ETERNUS SF Web Console, switch to the detailed view, click [Storage] on the global navigation tab, and then click
[Discover] on the Action pane under [Disk Array].

Ovarview

* Information

:

| Disk Arvay {Manual)

\1) List of Disk amays.

= Taps Library
[ Tape Library {Manual)
[ Access Path
[ Comedalion
= WWOL Mana gamisnt

Fitter [ Clear__|

Selections 0 Tokal % records | == < 11 pages = == [1__|page|_Ga_| | Dispiay [10_~|racords

1 mame | P Adress | Modet | status | Pertormance Monitoring stitus
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(2) Onthe [Discover Storage] screen, select the [IP Address] radio button and enter the DX200#1 IP address in the [IP Address] field.
Select the [SNMP Version] radio button and after filling in the [SNMP Community Name] field, click the [Discover] button.
Enter the SNMP community name set in 3.3.2. Initial Settings of ETERNUS DX200 S3 in the [SNMP Community Name] field.

| Discover Storage

Descover Strage . Regisler Straga Corirm ~
¥ Information
1J Enter IP Address/Subnet! Adaress and SNMP Configuration to discover & Disk Armay.
‘Subnet Agdress should be & broaccast address (e.0. 182.168.0.255). When you use Subnet Address, SNIMFV3 cannot be selected.
‘WWhen vou use SNMPY3, add User ConSguration beforanand from the SHMPYZ Configuration screen on the System tab.
Device Engine 10 1 set automatically.
Felds marked wiih * ana requined.
[ vsa e p |
L J
& Ouw
public
¥ SNMPv3 MIB Accass User Settings
* Filter Setting
| Filter | Clear
Selackons 0 Total 0 records == < (Vi pagas === [0 |pags| Go |  Deslay| 10 \r|reonmsv
R P LA D A A R P 1
Canal )

Job Status

(3) Confirm that the DX200#1 IP address and storage name are displayed on the [Discover Storage] screen and then select the checkbox
next to the IP address.
Enter the user ID and password set in 3.3.2. Initial Settings of ETERNUS DX200 S3.

Select the [SNMP Trap Setting] checkbox if needed and then click the [Register] button.

Dtscover Storage Feqister Storape Corfirm

¥ Information

1) Tha Roliowing Disk Arvay(s) have baen dscoverar Entes iha Storage Lser 1D ani Password of each davice that you want 1o register.
When you use SNUPY and erable iauble mandoring Ly SNMP Trap, eheck e SNMP Trap Setting optien. ETERNUS SF Man ages i autsmalicaly set o e SNUF Trep destaation on he device sige
When pou use SNMPY3, manually regisler the ETERNUS SF Manager serder a3 an SHMP Trap deslinafion cn Bhe device side.

Fiakls markad wilh * @ required.

Selechons. 1

| 1P Adddress | Name | Model | serial Mo, | Shnte Trap Setang
193,168 11.113 - A =

(== Back Cancel |

(4) Confirm that the registered storage name and IP address of DX200#1 are displayed on the Main pane.

(5) Register DX200#2 to ETERNUS SF Manager by repeating steps (1) to (4).
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3.4.3.2. Registration of Fibre Channel Switches
Register Brocade#1 and Brocade#2 to ETERNUS SF Manager.
(For details on the procedure, refer to "Register FC Switch" in ETERNUS SF Web Console Guide.)

(1) Afterlogging in to ETERNUS SF Web Console, switch to the detailed view, click [Network] on the global navigation tab, and then click
[Discover] on the Action pane under [Switch].
Network Overview + Action
. ¥ Information el
= Access Pai \ i) List of Network FC-Swiches. B
| Filter [ Clear i
Salpciions Totl 2 records |« = 171 pages = +» | [1T__|paga | Go_| | Display 90w racors S
Heaton [kt
L | wams. | Aduress | Vendor [Mogst | Ho.ofPons. | status | Performancs Status I e
] | BXS00S1003224-GRI 10%.168.227 253 Erocade 5450 26 | & dormal & Monroring
[ Becadez(0E] 1B3168.1.221 Brocade 200 16 A, Waming & Mannoring
(2) On the [Discover Switch] screen, select the [IP address] radio button and enter the Brocade#1 IP address in the [IP address] field.

Select the [SNMP Version] radio button and after filling in the [SNMP Community Name] field, click the [Discover] button.
Enter the SNMP community name set in 3.3.3. Initial Settings of Fibre Channel Switches in the [SNMP Community Name] field.

Dizcover Swch Feqister Switch

¥ Information

| 1) Enter IF Address/Subnet Address and SNMF Configuralion to discovar a FC-Bwitch.
When & device to be discovered |5 Canverged Fabac, emter the Fabnc vinual |F acdress.
Subinet Address should be 8 broadcast addreas {e.q. 192 168 0.255). When you use Subnel Address, SNMPV3 cannol be selected
Dapanding on the firmerare versian, thess may be some dencas for which the: “Dkscover Dewice m Subnat” nchion is not supported
I you cannol search your dessred devices, use the "Dscover by IP Addres=s” funclion (o endes the IP Address of each device ona by one.
When you use SNMPY3, add User Configuraion beforehand from the SNMP+3 Configuration screen on tha System tab. Device Engne |0 is sel autom atically.

Fizlits marked with * are required.

I

EIEIE] — |
SHAP Community Name - i

¥ SNMPv3I MIB Access User Sattings

® Filter Satfing '

|_ Filter Clear

I | Discover l Cancel
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(3) Confirm that the Brocade#1 IP address and device name are displayed correctly and then select the checkbox next to the IP address.
Select the [SAN Zoning Setting] checkbox and enter the user ID and password set in 3.3.3. Initial Settings of Fibre Channel Switches.
Select the [SNMP Trap Setting] checkbox and then click the [Register] button.

Discover Swilch . Repister Saiich

¥ Information

1) The roliowing FC swich has been discovered.
Enter ihe User 10 and Passward of the FC-Switch to register.
When you use SNIMPy1 and enable irouble monitoring by SNMP Trap on the device supporting auto SKMP Trap desfination settings, check the SNMF Trap Seling option.
Wihnen you use SHIAFY3, manuslly register the ETERNUS SF Manager server 82 an SNMF Trap cestnaton on the device skle.

Flekis marked wiih * are requined

Geleclicns. 1

gy (Ao iy o L) ETEETD RiliowSotis) #%_M | Crirme
Ll 19316811 113 swilch 1 vandlor A [ [ 1780876811 173

—
<< Back Register Cancel

(4) Confirm that the registered Brocade#1 IP address and device name are displayed on the Main pane.

Network Overview

= * Information
M focess Pl i) List of Nabwork FC-Swiches.
| Filer | ~ Clear
Salsctions O otan 2 rocars | <= < 111 pages > »» | T page |30 | Displav [0 ] rscoras || B9
- - = ’ Beacon {Hla)
_ T S L S—L Y AR
5450 26 | & Normal 5 Monrtoring
P g L

(5) Register Brocade#2 to ETERNUS SF Manager by repeating steps (1) to (4).
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3.4.3.3. Server Registration

Register business server#1 and business server #2 to ETERNUS SF Manager.

(For details on the procedure, refer to "Register Server" in ETERNUS SF Web Console Guide.)

(1) Afterlogging in to ETERNUS SF Web Console, switch to the detailed view, click [Server] on the global navigation tab, and then click
[Register] on the Action pane under [Server].

Overview
* Information

I Liskar senvers

j CjCi o
2
5
g

(i
g.
:
2

oo

%

Viaware ESXI
Vidware ESXi
Vidware ESXi

ViMware ESX]

Viwaie ESXI
Viwars ESX1
ViMware ESX)
Vidware ESX]
Vihhware ESXi

Filter

Tolad 73 racords == < (@ pages = 2= [1__|page|_Go

ViMware Guest
Vidware Guest
Vidwara Guesl

Wiwara Guest
Whiware Guest
idware Guest
Wiware Guest
ViMware Guest
Viuar Guest

s pecooases e

Vhluare Guesl.

193.168.166.149
193 168 166 149
193 168 156149
193.168.160.148.
193 168 166.149

| 143 150,166 143
192 168.166.140

193.168.166.149
191 168 156 149

103 168 166 140

Clear

Display [ 10 |records || "0 0T

oe SOL Server
Restare Wizand:

for Exchange Server
for SOL Sarvar

(2) Select [Yes] for [VMware ESX] on the [Add Server] screen. Enter the ESXi username and password of business server #1 in the [User
ID] and [Password] fields and then click [Next].

Add Server

¥ Information

1) 11 the Storape Crusser Agent

Sedect Registration Opion . Enler Server Details

on Seaver, the

should be se110 Automaic.

FC Host Bus Adapler {HEA) will e discoversd by the Storage Crulser Agent sutomatcally. ISCSI and SAS HEA should be sdded manuslly Sfer registenng senver.
If the AdvancedCopy Manager Agent s installed on the selected Server, ihe [Use AdvancedCopy Manager on this Sanver] oplion must b= sat o Yes.
Fiekds marked wiih * are required.

([ oo | Concal
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(3) Enter business server #1's IP address in the [IP Address] field and then click [Register].

Walion Opion -+ Eniber Sarver Dalaits

¥ Information

|1 Enter detads of the new senver.
In case of registering ViMiwara senvers, enter the Viviware Host IF Address 1o register the Viliware Host and the Viware Guests.
The VMuare Guests are registered automatically.

In oecer o be abile to execute Advanted Cogy in the register e “apy Manages Agent on the Vidware Gugst aer Mie Vidware Gues! has been regislered
Flelds mared Wil © are requied.
| 1P Aidress © 10100 10 1 «

[=m

| T

(4) Confirm that the registered business server #1's hostname and IP address are displayed correctly on the Main pane.

(5) Register business server #2 to ETERNUS SF Manager by repeating steps (1) to (4).
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3.4.4. Registering the ETERNUS SF License

Register the ETERNUS SF product license. A license is required for each storage system. Register the target devices prior to the license
registration.

Register the following licenses used for this solution.

- Storage Cruiser Standard License

- ETERNUS SF Storage Cruiser Optimization option

- ETERNUS SF Storage Cruiser QoS Management option
- ETERNUS SF Storage Cruiser Storage Cluster option

- ACM Remote Copy License

(1) After logging in to ETERNUS SF Web Console, switch to the detailed view, click [Storage] on the global navigation tab, click [Disk Array]
on the Category pane, and then click "DX200#1" on the Main pane.

(2)  Click [System] on the Category pane.

: Hardware Components P A
Velume - stams  Control Modules DHsks 2 Dalete
[ RAID Growg amﬂa 2 13 2 Moaty
[ Thin Provisioning igm'" [0 u Feset Passward
" Avanced Copy 3 Emoe [} o i Reload Conf
Canneclivity . — Aulomated QoS
Syatem Information
[ System  Storape System Neme 03052 PH
1 Peramsance Modal Haime ET09250U stop
= Gomelation Sarial Ni. 4521216583 Repoting
Automatad Storags Tisring || CHOEM T — — fa it
i sre Version V10L47-0000 o
| Slorage Clisles SN I m il =
Stpregs Sapnely) S
Avaitatie (T8). Total (TB)
Raw 024 1405
 Configured 421 1361
RAIDE 421 134
RAIDA a.00 .27
RAID? ) 0.1 0.00
RAIDS 0.00 .00
RAITISH1 0.00 .00
RAIDE 0.00 o.00
RAIIG-FR 0.0 0.00 w

(3) Click [License Management] on the Category pane.
The License Management screen is displayed and a list of license products is shown on the Main pane. Select the checkbox of the target
license product, then click [Register] on the Action pane under [License].

Sl etk | Genver | MapView | Scheduer | Lap | System | |

Storaoe - QARSI PH > Systam
System Llcense Management an DX9052 PH

: » Filier Setting Leense
S ~Ene | [ clear ) RS2
EGO Mote - X T
= Exiraima G
Saleclions 0 Toal 7 records | << < 171 pages = => [1__|page( G | |Dizptay [10 v |records
| Registration Date | Expey pate

TERNUS SF Starags Caussr V16 Basic Licansa for Tier! (DH052)
TERNUS 5F Storage Crusar V16 Standand License for Tier! (DXS0S2)
(1 [TERNUS SF Starage Cauissr VG Oplimdzation Oplion for Ther! (DX9052)

RNUIS 5F AdvancedCopy Manages V18 Local Gegy License Tof Tiar! (DX9052)
TERNUS 5F AdvancedCopy Manages V18 Remebs Copy License for Teerd {DX0052)
TERNUS SF AdvancedCopy Manages V16 for Exchange Senver for Tierl [DX9082)
TERNUS 5F AdvancedCopy Manages V18 dor Microsoft SO0 Sarver for Tier! (09052

(4) On the license registration screen, enter the license keys of the ETERNUS SF products for the target storage system and then click
[Register].
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(5) On the License Management screen, confirm that the registration dates of the registered licenses are displayed and that the licenses
are valid.

an DXO052 PH

» | Action

[ Fhm

[E= Exlreana Cache
Saleclions 0

Total 7 1ecords | << < 174 pages = == | [T__|pape( Go | | Dispiay (10 |records
::.: <IN

ETERNUIS 5F Starage Causar V16 Basic Licansa for Tier] (DX6052)
| ETERWUS 5F Storage Cruser V15 Standard License for Tier] (DXB052)
ETERNUS SF Starage Causer V16 Oplimization Oplion Tor Therl (DX9052)
1 ETERNUS 57 AdvancedCopy Manager V16 Local Gopy Licosiss for Tiart (DX90S2)
ETERNUS 5F Advanced Copy Manager V16 Remote Copy License for Teer 1 {DXD0S2)
| ETERNUS SF Advanced Copy Manages V18 for Exchange Senver for Tierl {DX9052)
|

O
=
]
O
1 ETERNUS $F AdvancedCopy Manages V16 fr Micrasolt SO Server for Tier! (D8052)

(6) Register the necessary licenses for DX200#2 by repeating steps (1) to (5).
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3.5. Preparation for ETERNUS Connections

Prepare the fabric connection between the ETERNUS DX200 S3 and the business server, and the fabric connection between the ETERNUS
DX200 S3 storage systems for Storage Cluster.

Check the WWPN of the Fibre Channel port of the ETERNUS DX200 S3 and the HBA of the business server, and set the zoning of the Fibre
Channel switches.

3.5.1. Checking the WWN and HBA
Check the WWPN of the ETERNUS DX200 S3's FC port and the business server's HBA.
3.5.1.1. Checking the ETERNUS WWN
Check the WWPN of the FC port of DX200#1 and DX200#2 from ETERNUS SF Web Console.
(For details on the procedure, refer to "Display Storage Port List" in ETERNUS SF Web Console Guide.)

(1) After logging in to ETERNUS SF Web Console, switch to the detailed view, click [Storage] on the global navigation tab, click [Disk Array]
on the Category pane, and then click "DX200#1" on the Main pane.

(2)  dlick [Connectivity] on the Category pane of the DX200#1 screen.

- Hardwars Components e ATy
Volume Status  Contral Modules Disks K Dalate
RAID Grong (o Avallabie 2 13 & Modity

1= Thin Provisioning 1 Warning [ 0 Fesel Passward
T yEmr g o & Reload Coni

:
p— Sysiam (e % Automated QoS

[ System Storage Systemn Nane DX9082 P HEm

{71 Perfarmance Mixlod Mame ET0925DU Stop
Canelation Sedtal N 4521216583 Reporting
AiAnmated Storags Tisrng || - BeED — V""]Lﬂ' 0_..»00 —— S
NAS Management BT T, (et s

| Slorage Clusles AT i el B s

Storage Capacity

Availatie (TR} Total (TB)

Raw 0.2 1405
Coangured 421 1361
RAIDO 421 134
RAIDA 0.00 027
RAITH +i] 0.0 000
RAIDS 0.00 .00
RAITISH1 0.00 .00
RAIDE 0.00 000
RADE-FR 0.00 o.o0 w

(3) lick [Port] on the Category pane of the [Connectivity] screen, then from the list of ports displayed on the Main pane, click the value
displayed in the [Number of Ports] column for type "FC".

Sendet | Map View | Scheduer | Lag | System ]

¥ Information

L) List of the Disk Array Paitg.

AnityILUM Graup
Host Affindy
X Ty

= | Humber of Forts

LU Mapping

Fi
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(4)  Check the WWPNs of the target ports in the FC port list displayed on the Main pane.

Connectivity FC Port

ﬁw ¥ Information
[ Hast

L] List of the Diiske Afvay & Podts:

1 Affnily LU Group S Mody FT Fart Mode
[ LUN Magping — . . 5
Filter Clear
Selecions. 0 Tatal 4 racords | <= < 11 pagas === |[1__|page| Go_| | Display [10_~|records

[ cweo caroronwe - G ontine | e | s——— Eneble  Default  FG-AL ] st i 5

O cesocavoPomi - | (5 Onine | © — Enatle  Defaull  Fabic - At 208ftytes | 1T L Enable
[ CMWICAMIPOM®0 - | @) OIS | CAHE s s - Ensble. Osfaul  Fabee - | ol - 204gtytes | LT_L Enable
[ oot cavopomst - Gonne o | e— E Disable  AIXEMPD  FC-AL 0 fatto Sizytes LT_L  Enable
[4 >

(5) Check the FC port's WWPN of DX200#2 by repeating steps (1) to (4).

3.5.1.2. Checking the Business Server's HBA
From vSphere Client or vSphere Web Client, display the Fibre Channel adapters for business server #1 and business server #2 to check the
HBA.
(For the procedures related to VMware vSphere ESXi and vCenter Server, refer to the documentation for VMware vSphere 6.)
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3.5.2. Zoning Settings of Fibre Channel Switches

Set the zoning of the Fibre Channel switches.

Zoning is required for REC paths between a business server and a storage system, and between two storage systems.
Zoning between a business server and a storage system is automatically set on the Fibre Channel switch by ETERNUS SF.
Here, the zoning for the REC path is set on the Fibre Channel switch manually.

For REC path zoning, set either WWN zoning or Port zoning.

For zoning target FC ports, refer to "Connection configuration between storage systems" in "3.1.2. SAN Connection Configuration Overview".
For WWN zoning, use the WWPN of the FC port for REC paths among the WWPN checked in "3.5.1.1. Checking the ETERNUS WWN".

(For details on the zoning procedure for Fibre Channel switches, refer to the manuals for Brocade.)

Note
Automatically setting the zoning between a business server and a storage system with ETERNUS SF is recommended.

In configurations using the Storage Cluster function, WWN zoning must be configured between a business server and a storage system to
directly set the zoning to the Fibre Channel switch.

If the WWN zoning to a Fibre Channel switch is manually registered, setting zones that specify the WWPN of the FC ports for the Secondary
storage is not required.

With the Storage Cluster function, only the FC port WWPN of the Primary storage is valid in a CA port pair and when the storage system is
switched, the Primary WWPN is inherited by the paired FC port of the Secondary storage.

Tip
The procedure to set the WWN zoning of REC paths on a Fibre Channel switch is described below.
Log in to the Fibre Channel switch.

Register an alias for the WWPN of the FC port for REC paths with the "aliCreate" command.
aliCreate "(alias name)","(WWPN)"

With the "zoneCreate" command, register the alias name of the REC path connection source WWPN and the alias name of the connection
destination WWPN as members.
zone(Create "(zone name)", "(member name 1)"; "(member name 2)"

After registering a zone, reflect the changes in "config" of the Fibre Channel switch.
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3.6. Setting Automated Storage Tiering

Set Automated Storage Tiering for DX200#1 and DX200#2.
To set Automated Storage Tiering, perform the following procedure.

- Register the license

- Enable Automated Storage Tiering
- Create a Tiering policy

- Create a Tier pool

- Create an FTV

Because the license registration for Automated Storage Tiering has already been performed in 3.4.4. Registering the ETERNUS SF License,
start from the "Enabling Automated Storage Tiering" step.

(For details on the procedure to set Automated Storage Tiering, refer to "Setup of Automated Storage Tiering" in ETERNUS SF Storage Cruiser

Operation Guide for Optimization Function.)

3.6.1. Enabling Automated Storage Tiering

Enable Automated Storage Tiering for DX200#1 and DX200#2.
(For details on the procedure, refer to "Enable/Disable Automated Storage Tiering" in £7ERNUS SF Web Console Guide.)

(1)  From ETERNUS SF Web Console, then click [Storage] on the global navigation tab, click [Disk Array] on the Category pane, and click
DX200#1 on the Main pane.

(2)  Click [Automated Storage Tiering] on the Category pane of the DX200#1 screen.
oxees e —T1oveiew ——————————————————————————————————————— [ Ades |

3 MaNAETE
Stoags Clistes

Automatad Storage Tienng

4521216583

WI0L4T-0000
Un-setting 1p

Avalatie (TB)
0z
428
420

0.0
0.00
0.00
0.00
0.00

Totl (T8)
1405
1361
134

.00
.00
.00
.00
ooo

: Hardware Components Al Iy
Velume Status  Control Modules Disks ¥ Dalale
RAID Group o Avallabie 2 13 A Wodity
Fhin P rovisioning 1 Warming 0 a Feset Passwors
AP CDRY (<100 0 a & Reload Conf
Cannelivily -
ool Syatem Information Automated QoS
System Storage System Name DX8022 PH b
Perfarmance Mol Name ET9250U Stap

Reposting

Stap
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(3) On the [Automated Storage Tiering] screen, click [On] on the Action pane under [Setting].

Shwaga » DAS0S? PH 3 Automated Stodape Tiering

¥ Information

1) Austomated Storage Tieing Stats i enabied.

(4)

1 Overaaw * Information Sedting

LT Fhaces (1) Atomaleg Storage Tiering Status is enabled
] Tier Paod ol
@ Fv

(5) Enable Automated Storage Tiering for DX200#2 by repeating steps (1) to (4).
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3.6.2. Creating Tiering Policies
Create a Tiering Policy with ETERNUS SF.

Tiering Policies are created as policies common to the storage systems managed by ETERNUS SF Manager.
(For details on the procedure, refer to "Create Tiering Policy" in ETERNUS SF Web Console Guide.

For details on the settings, refer to "Creation of Tiering Policy" in £ETERNUS SF Storage Cruiser Operation Guide for Optimization Function.)

(1) From ETERNUS SF Web Console, click [Tiering Policies] on the Category pane of the [Automated Storage Tiering] screen of DX200#1.
BT Netwodk: -
- L Tienng Folicies:
i) & list of Tiering policss, + Crate
K Dt
Y RS (R e
1 et (Fmer | [_cear ]|
Selschions: 0 Total 2 racords | <« < 11 pages = =~ | [1__|psge[ G0 | | Dispiay [10 | recares
=
[ #5f oz poiicy  Manual Tclay SLI‘MDFI'H'I\‘&"I'MFINEE Enabia . _ NnLimil HPS  Paak
[ esf sk policy  Auo 1day SWMOTUWRTNIFHSE | Enable 24Hours D00 Moo Limit 10PS  Pask
(2)

Click [Create] under [Tiering Policies] on the Action pane of the [Automated Storage Tiering] screen.

[ nasin [T Hetwork

v Action
| Qvervisw ¥ Informatian Tienng Folicies:
e (1) 4 list of Tiering policies, ¥ Creato
1 Tiar Poal
Bl FTY
"] Satting

e

[ Fiter | [ Glear |

Total 2 records| << < 1/1 pages = ==|[1__|page| Go | | Dispiay [10 v |recorss

Selections: 0

[0 ssf oz poicy  Manual day
] esf sk policy  Auin 1day

SuMoTuWeThiFriSa | Enabia 24Howrs
SWMOTUWRTHFESE  Enable 24Haurs

| nooo Ma Limit 10PS  Pesk
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(3) Setthe items in [Configuration of Tiering Policies] on the Main pane of the [Create Tiering Policy] screen and then click [Next].

Tl fiserk | Senver | MapView  scneduer [ Log [ System |

Create Tiering Policy

Configure Trering Falicy informalicn Confirm

w Information
11 consgure 10 Brecite Slorage Theing in Tiering Podicy
\Wher only Pelicy Name (mandatery B2m) i2 specified, palicy parameters are defaus
Autam aled level (evaliate and reocate) of Auomaled Storage Tierig can be specied by Execution Mode parametes
* Aule: Evaluale and refocate.
* Semi-Auto: Evaiuale (refocate manually)
* Manual Evaluateiretocate manualky.
In pddsan, regardises of Exeridion Mode, fienng pariomence 2t |3 ahways collasted
From dnta enllacted by Evaluation Panad parametsr, specy e fime pansd to ha used far evaluatan
Fiel s marked wilh * are (equired.

Configuration of Tiering Policies

Pobiy Mams oW 7

| Exucution Mods Auto )

| Evabuation Petiod SHowr COay CMisek  [# |how
Evaluation Standand ek v

* Advanced Configuration of Tiering Policies

I Hoxt >> l Cancel _|

Item Setting content o co\glrngn S
Policy Name (Any policy name) gold
Execution Mode (Select from Auto / Semi-Auto / Manual) Auto
Evaluation Period (Select from Hour / Day / Week, and value for each unit) Hour: 2 hours
Evaluation Standard (Select from Peak / Average) Peak

Table 16 Setting example of [Configuration of Tiering Policies]

Note
Set the Tiering Policy according to the system environment.
In the [Configuration of Tiering Policies] setting example, the minimum evaluation period of two hours is used for the operation test.
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(4) The input values are displayed on the Main pane of the [Create Tiering Policy] screen.
Confirm the values and then click [Create].

PR,
=3 S vl

Confirm that the settings appear on the Main pane of the [Automated Storage Tiering] screen.

(5)

| Stiage

Tlering Policies
Tiering Falicies:

* Information
- e i) # list of Tiernp policss, + Crat
3 et
&y S g e
[ Fier | [ Clear |

Total 2 records | << < 1/1 pages = == | [1__|page| Go | | Dispiay [10 v |recorss

Selschons: 0

SuMoTuWeThiFiSa | Enabia 24Hours
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3.6.3. Creating Tier Pools

Create a Tier pool for DX200#1 and DX200#2.

Tier pools consist of a Nearline disk as the Low sub-pool and an Online disk as the High sub-pool.
(For details on the procedure, refer to "Create Tier Pool" in ETERNUS SF Web Console Guide.

For details on the settings, refer to "Setting of Tier Pool" in ETERNUS SF Storage Cruiser Operation Guide for Optimization Function.)

White Paper FUJITSU Storage ETERNUS AF series and ETERNUS DX series Non-Stop Storage Reference Architecture Configuration Procedures for Storage Cluster

(1) From ETERNUS SF Web Console, click [Tier Pool] on the Category pane of the [Automated Storage Tiering] screen of DX200#1.

[ Hatwoik

Tl Overview ¥ Information Tienng Folicies:
i i) A list of Tiering peliciss, 4 Croate

4l FTV K waosy

"] Salting .

[ Fier | [ Glear ]

Total 2 records | ~< < 1/1 pages = == | [1__|page| Ga | |Dispiay [10° w|recorss

Salections: 01

B Limit
0 Limit

IOPS  Paak
PSS  Paak

SwMoTuMeThiFrlSa | Enabie
SWMOTUWWRTHFNSE | Enable

[ sl mer poicy Manual dday

[ esf sk paliy  Auin day Jeurs | 0000

(2)  Click [Create] under [Tier Pool] on the Action pane of the [Automated Storage Tiering] screen.

Hhwrage

Automated Stovage Tierin] Tier Pool
| Duendes g Tizt Poal:
L= Tiaring Pokbcias - + Create
= B 1) List of Tisr poals. erp—
B v X Delete
B Selting R Moty
R Moty Lerpes
Stan Baiancing
Sep Ealancng
Automated Sage Tienng:
Start
E1] 4 saazn Qm 49 E Slop High Exsculing S
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(3) In [Specification of Tier Pool] on the [Create Tier Pool DX200#1] screen, set [Tier Pool Information] and [Sub-Pool Information] and
then click [Next].

2 Wigw  Goneduler | L Syslem

Create Tier Pool ETDX20053_1

Spacihication of Ties Pool Sat Low Sub-Paol Sal Middla Sub-Paol Sef High Sub-Poal Canfim

* Information

1) Specity parsmelens for creating Tir poal
Aegipnad CMF can be specified considering load balancing in RAID groups
Flelds marked wih * are required

[Tles Poal Information
Tier Pool Mame T |
Policy Nama ~]

¥ Advanced Configuration of Tier Pool

¥ Sub-Pool Information

Mumber of Layers. ®203
Disk Selection L Autn % Manust
. Setting value of Setting value of
Item Setting content DX200#1 DX20042
Tier Pool Name (Any pool name) pool_1 pool_2
Policy Name %.Sel.ect thg policy name that was specified when the gold gold
iering Policy was created)

Number of Layers (Select from 2/ 3) 2 2
Disk Selection (Select from Auto / Manual) Manual Manual

Table 17 [Tier Pool Information] and [Sub-Pool Information] settings
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(4)

In [Set Low Sub-Pool], enter the [Sub-Pool Information].

Select the checkboxes of all the disks to be registered to Low Sub-Pool from the Nearline disks displayed in [Selection Disks], then

click [Create].

Seet Ly SuiePs)

S Wikl St

St figh Sl Gorfem

e Y| o i
= RAID Cenup

[saarions: O

1 Dk e

| FTSP Mama. Bl
D Type el
prER [Miarmg (RAID] ]
Fast Floosvany Comfigusation -
* dulecion ik
* Filtar Setting
Clear
[sskeiens: 2 Tetel & rcerch pages = = | [T pagu [[Be | | Dnplay [ o] secon]
= [iisk W I | siothn. | stomum | Twe | wapnaty | seeed yrm) | Umsge | FAID Grou Mamser
T 1l O Pt 583 10078 000 Dam Disk z
o B 18 Q Pt ) T O D Disk
" 10 oF:D;ﬁI BAS 1078 00D Dot Desk
1 oo w O Prasanl BAS 100TB 00D Dom Dick

M datm wnidatie 1 tahe

# Advascad Configuration of RAID Groug

Setting value of

Setting value of

Item Setting content DX200#1 DX20042
FTSP Name (Any pool name) nearlineSAS nearlineSAS
Disk Type (Select the disk type) Nearline Nearline
Reliability (Select the RAID level) Mirroring (RAID1) Mirroring (RAID1)

Selection Disks

(Select Disk No. displayed for Low Sub-Pool)

Select the Nearline
disk No. to be
registered to Low
Sub-Pool

Select the Nearline
disk No. to be
registered to Low
Sub-Pool

Table 18 [Set Low Sub-Pool] settings
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(5) Confirm that all the selected Nearline disk No. are displayed in [Disk No.], then click [Next].

* Advamced Configuration of RAD Group

[0

@
]

L00TH |

2M0TH

20TE |
Z0TE |

1000
10ata
10310

[
Data ik
Data Dt
Dt Ok

Torw 4 renonds 46 < 171 pagmu s v | [ pnpm (50| | Dvaptay [T resoree]

(6) In [Set Middle Sub-Pool], click [Next].
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(7) In the [Set High Sub-Pool], enter the [Sub-Pool Information].
Select the checkboxes of all the disks to be registered to High Sub-Pool from the Online disks displayed in [Selection Disks], then click
[Create].
Batwod | Suve | Mg\l Sctedde | Loy | Sin |
:;h"::mm o —
R -
m : ) : RADT) -
Pt Recoweny Comfigarstion v
i
P [ cear
o Tata) 4 renorss < < 11 pagan s =5 | [ | pagm [ 50| | Disptay [F0 ] mecooy
w0 | Smtua. | st | Tove | Grpacty | spessimm: | RAID G MuRnss
= 7 O Fromst S 200 TE .
ot 1 G Fresect A3 2MTE
[ W Q) Fressnt Es M TE
l ] o [= L EAS 2T
e
_ dtlnck || Wecdie || Cancel
. Setting value of Setting value of
Item Setting content DX200#1 DX20042
FTSP Name (Any pool name) onlineSAS onlineSAS
Disk Type (Select the disk type) Online Online
Reliability (Select the RAID level) Mirroring (RAID1) Mirroring (RAID1)

Selection Disks

(Select the Disk No. displayed for High Sub-Pool)

Select the Online disk
No. to be registered to

High Sub-Pool

Select the Online
disk No. to be
registered to High
Sub-Pool

Table 19 [Set High Sub-Pool] settings
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(8)  Confirm that all the selected Online disk No. are displayed under [Disk No.], then click [Next].

e | #0000 | DamDisk

(9) In [Confirm], confirm the input information, then click [Create].

\

poanzM

sty

o

e

Ho

i

]

anead

L3

Dnirg

Mimamrg {AAIDH}
LE3
* Sticcied Dishs
7 i 7 e 3 20078 20000 | [T
" = i} O Pt BAE 007 HOW Tk Dk
* Advanced Configuration of AN Group

= ==

(10) The newly created Tier pool is displayed under [Tier Pool] on the [Automated Storage Tiering] screen.

Thest Pool:
I Ovendew o
1= Tiaring Palcias ~ & Create
=BT 1) List of Tisr peals. 4 Croate {Oris Layer)

=i el
[ Setting K My

(A ] [Clear ) (1% toouny ey

Star Baiancing

Selections” 0 Tolal 4 renords | == = 11 pages = == [1__|nege|_Go_| | Display [~ ]rscords || ey Bty
0 Automated Storage Tlenng:
01 LIBIKAB_FTRP @Avaliaie 1724968 E Slop Hoh  Stop Exocling CNRO Shay)

Checklist
Move to the next step after confirming the following item.
- [Pool Status] is "Available".

(11) Create a Tier pool for DX200#2 by repeating steps (1) to (10).
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3.6.4. Creating FTVs

Create FTVs in Tier pools of DX200#1 and DX2004#2.

When using the Storage Cluster function, create one or more FTV targets per Storage Cluster TFO group on each storage system.

In this example, one FTV is created for two TFO groups in both DX200#1 and DX20042.
(For details on the procedure, refer to "Create FTV" in ETERNUS SF Web Console Guide.

For details on the settings, refer to "Setting of FTV" in ETERNUS SF Storage Cruiser Operation Guide for Optimization Function.)

)

From ETERNUS SF Web Console, click [FTV] on the Category pane of the [Automated Storage Tiering] screen of DX20041.

i) ANstof FT.
Total of each |ayer used capacty does not

FTV used capacity used capadity Is & QuMa share of sub-pool

Selections: 0

Tatal 15 racords | == = 112 pagas = == [1 nana@ Display [0 | recors

Oz FTRP_VOLOT (G Svailable 1.00 GB JHZKAB_FTRP | - -

Ol a FTRP_YOL0Z (5 Available  Block 10M0GE ho0MB 3JBZK4B_FTRP - - Mo §el  Disable
Ole IygtasiFTRF & Avallable  Rinck 2000 GB 1915 GH | ZIB2K4B_FTRP | - - - No Sel  Disable
O 10 VOL_MAME #2 @ Available  Biock 1000 GB  D.0OME  1-4pood 0.0%[0.00MB]  0.0%0.00 MB) 0.0%(0.00MB) NoSet Disable
O n fiples] & Availatle  Block - 20,00 G DOOMB | 3JB2K4B_FTRP - - - HeSel | Disahle
O 14 WVWOLED Qm BlockWVOL  Unkmown 4 00GE 46200 MB - TP_1 0.0%(0.00 MB)  0.0%0.00 MB) 0.0%(0.00MB) Mo Set Disable
] 15 VYOL# &) Availsbie  Block'VVOL  Unkmown  30.00 GB 0.00 MB TP_1 DOS0.00 ME)  0.0%(0.00 MBS 0.0%(0.00 MB] | No Sel Disable
(T VOL_MAME #1 € Available  Hiock - 30.00 6B 000MB  TPF_2 0.0%[0.00MB)  0.0%0.00 ME) 0.0%[D00MB) NoSet Disable
O 17 WOLE2 @ ovailable  BlockVYOL  Unknown 3000 GE D00OMB | TP_1 0.0%(0.00 MB)  00%(0.00 ME) 0.0%000MB)  NoSsl Disshle

& Create
X Dekte
o Modin

Format

Exireme Cache{Read)

Enablz
Disable

Allocation:

Sat to Thin
Set In Thick

Automabed Shorage Tiaring:

I Stabus Update
Chart:

Parfammance Chart

(2)

Under [FTV] on the Action pane, click [Create].

Storage Hetwo
Storage > ETDN20053 1
Automated Storage Tierin.

= Overview

[ Trering Polcies

[ Tier Fool

s

[ Setling

 Automated Storage Tiering

FTV

* Information

1) ANst ot FTV.
Tokal of each |ayer ued capacty does not

FT¥ used capacity us2d capadty 1s 8 Quoda share of sub-pool

Selections: 0

Tatal 15 records | == = 162 pages = == | [1 naw@ Dispiay [10_| records

O3 FTRP_VOLO1 @ Available  Binek 100GE  DODME | LJBZK4E FTAP | - - Mo Eet  Dissble
Ol a FTRP_VOLGZ (@ Available  Block 1M0GE  ho0MB 3JB2K4B_FTRP - = Mo Sel  Disable
O k] hgtasiFTRP & Avallable  Block 2000 GB 1915GR | 3JEZH4B_FTRP - - - Mo Set  Disahle
O 1 VOL_NAME #2 () Available  Block 10,00 B 0.00ME  1-4poo 0.0%[0.00 ME)]  0.0%0.00 MB) 0.0%(0.00MB) Mo Set Disable
Oln fplest & pvailatle  Block - 20,00 GE DOOME | MBIK4B_FTAP | - - - Mo S8l Disstle
O 12 VVOLED & Avallable  BlockiVVOL  Unkmown  400GB 46200 MB  TP_1 0.0%60.00 MB) 00%0.00MB) 0.0%D00ME) NoSel Dissble
[ 15 VWOL# & avallable  BiockVVOL  Unkmown 3000 GB - 0.00 MB TP_1 0.0%(0.00 MB)  CL0%(0.00 MB)  0.0%(0.00MB) | NoSet  Disable
| 18 VOL_NAME =0 5 Available  Biock - 30,00 B 0D00ME | TPF_2 0.0%[0.00 ME)  0.0%0.00 MB) 0.0%(0.00MB) Mo Set Disable
O 1 woLsz @ Available | BiockVVOL  Unknown  30.00 GE DOOME | TP_1 0.0%(0.00 MB)  00%{0.00 MB)  0.0%(0 00 MB) | No Sel  Disatle

Exreme Cache{Read)

Enable
Disable
Alacation:

Satto Thin
Set o Thick
Automated Shorage Tiering:

I Stabus Update
Chart

Farfanmance Chart
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(3) In [Specified parameter to create FTV], set the information of the FTV that belongs to TFO group #1 in [Configuration of FTV
Information], then click [Next].

* Information

Specified paramater (o ereate FTV Canfim

Configuration of FTV & D
Ther Pool Mame WEIRIS FTRF w
ETY Mo = E—
Total Capacity * [ WB ~
Number of Volumes [T
Mm,ﬁnn'. ®Tnn _'ZTm:u
P ey
Low Quota Share L%
Midclie Ghrota Sleare =
High Quata Share =3
Configuration of Automated GoS
Automater QoS Enableiisstie Enabie % Disabie
Autnmated QoS:Priority ®Moget Low  Miodle  High  Uniimited
» Advanced Configuration of Automated QoS J
Automatad 00§ Option
Tune by Quata Share
. Setting value of | Setting value of
Item Setting content DX20041 DX20042
Tier Pool Name (Select the Tier Pool name) pool_1 pool_2
FTV Name (Enter any FTV name) volumel volumel
Total Capacity (Capacity allocated to FTV) 800GB 800GB
Number of Volumes (The number of volumes created as FTV) 1 1
Allocation (Select from Thin / Thick) Thin Thin
. (Select from Auto / nearlineSAS / onlineSAS
Priority FTSP If Auto is selected, data will be allocated from onlineSAS first) Auto Auto
(Ratio of the volume capacity allocated to Low Sub-Pool during a
Low Quota Share reallocation. - -
If omitted, the Tiering Policy is followed)
(Ratio of the volume capacity allocated to Middle Sub-Pool
Middle Quota Share during a reallocation. - -
If omitted, the Tiering Policy is followed)
(Ratio of the volume capacity allocated to High Sub-Pool during a
High Quota Share reallocation. - -
If omitted, the Tiering Policy is followed)
Automated QoS . . )
Enable/Disable (Select from Enable / Disable) Disable Disable
Automated QoS:Priority (Select from No Set / Low / Middle / High / Unlimited) No Set No Set

Table 20 [Configuration of FTV Information] settings for the FTV in TFO group #1
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(4)

In [Confirm], check the configuration of the set FTV information and then click [Create].

Spacified parameter fo create FTV

® Information

Configuration of FTV Information

Cawtion Threshold of FTV

Priarity FTSP

Low Gueota Shara

Middlle Quota Share

High Quoia Share

‘Configuratien of Automated QoS
Automated QoS Enabia/Disabis
Automated GoS:Prionty

Target Response Thne
Automated Qo5 Option
Tune by Guata Share

Scheduler | Log | System

Confim

3JBZKAB_FTRF
Vahume1
1000

1

Thn

8%

uita

Disabla
Bo Sl

v Advanced Configuration of Automated QoS

off

(_ssBack [ Create |J Cancel

(5)

Checklist

Move to the next step after confirming the following item.
- [Status] is "Available".

(6)

The setting contents

Create an FTV that belongs to TFO group #2. Repeat steps (1) to (5).

are as follows.

Check that the created FTV information is displayed under [FTV] on the [Automated Storage Tiering] screen.

Setting value of

Setting value of

Item Setting content DX200#1 DX20042
Tier Pool Name (Select the Tier Pool name) pool_1 pool_2
FTV Name (Enter any FTV name) volume?2 volume?2
Total Capacity (Capacity allocated to FTV) 800GB 800GB
Number of Volumes (The number of volumes created as FTV) 1 1
Allocation (Select from Thin / Thick) Thin Thin
o (Select from Auto / nearlineSAS / onlineSAS
Priority FTSP If Auto is selected, data will be allocated from onlineSAS first) Auto Auto
(Ratio of the volume capacity allocated to Low Sub-Pool during a
Low Quota Share reallocation. - -
If omitted, the Tiering Policy is followed)
(Ratio of the volume capacity allocated to Middle Sub-Pool during
Middle Quota Share a reallocation. - -
If omitted, the Tiering Policy is followed)
(Ratio of the volume capacity allocated to High Sub-Pool during a
High Quota Share reallocation. - -
If omitted, the Tiering Policy is followed)
Automated QoS . . .
Enable/Disable (Select from Enable / Disable) Disable Disable
Auto QoS:Priority (Select from No Set / Low / Middle / High / Unlimited) No Set No Set

(7)

Note

Table 21 [Configuration of FTV Information] settings for the FTV in TFO group #2

Create FTVs on DX200#2 by repeating steps (1) to (6).

For FTVs that belong to the TFO group of the Storage Cluster function, the same size must be allocated for both the Primary storage and

Secondary storage.

In this example, the same size is allocated for volume1 of DX200#1 and of DX200#2 which belong to TFO group #1.

The same size is allocated also for volume 2 of DX200#1 and of DX200#2 which belong to TFO group #2.
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3.7. Setting Storage Cluster
To configure Storage Cluster, synchronize the storage systems, prepare the business volume, configure the access paths to the business
servers, and configure the monitoring settings.
To configure Storage Cluster, the following steps are taken.

- Installation of ETERNUS SF Agent

- Storage Cluster Controller setup

- Port setup

- REC path setup

- TFOG setup

- Preparation of business volumes

- Access path setup

- Confirmation of synchronization startup

3.7.1. Installing ETERNUS SF Agent

ETERNUS AF Agent provides Storage Cluster Controller as a function for ETERNUS Disk storage system survival monitoring.
In this example, ETERNUS SF Agent is installed in the same server in which ETERNUS SF Manager is installed.
(For details on the procedure, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager Installation and Setup Guide.)

—_

(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)

(10)

Log in to the operation management server as a user that has Administrator privileges.

Start the ETERNUS SF Storage Cruiser/ACM/Express 16 media pack (Windows 64-bit version).

The initial screen is displayed. Click [Storage Cruiser installation].

0n the [Welcome to the InstallShield Wizard for ETERNUS SF Storage Cruiser Agent] screen, click the [Next] button.

On the [License Agreement] screen, read the displayed terms and conditions. If the terms and conditions are agreeable, click [Yes].
On the [Choose Destination Location] screen, select the install destination folder and then click the [Next] button.

On the [Specify Destination Location] screen, select the desired directories and then click the [Next] button.

0On the [Registration of Agent service] screen, specify the port number and the boot IP address and then click the [Next] button.

0On the [Start Copying Files] screen, confirm the settings. If the settings are correct, click the [Next] button. To change the settings,
click the [Back] button.

On the [InstallShield Wizard Complete] screen, click [Yes, | want to restart my computer now.] and then click the [Finish] button. Upon
completion of installation, PC reboot will be executed.

Checklist
Check the following items before proceeding to the next step.
- [ETERNUS SF Agent] is displayed on the [Programs and Features] screen of the Control Panel.
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3.7.2. Setting Up the Storage Cluster Controller

Set up the Storage Cluster Controller for ETERNUS SF Agent.
Setup of Storage Cluster Controller is done with the following procedure.

- Setting of monitoring target device

- Activation of monitoring function of the Storage Cluster Controller
- ETERNUS SF Agent restart

- Monitoring status check

3.7.2.1. Setting the Monitoring Target Storage System
Enter the monitoring target ETERNUS Disk storage system information to the "TFOConfig.ini" file.
(For details on the procedure, refer to "TFOConfig.ini Parameter" in ETERNUS SF Storage Cruiser Operation Guide.)

The “TFOConfig.ini” file is stored in the following location of the server node.

Agent 0S kind Absolute path
Windows $ENV_DIR\ESC\Agent\etc\TFOConfig.ini
("$ENV_DIR" is an environment directory when Agent is installed.)
Note

When Agent is started, the file is read.
To reflect the contents of the file, restart of Agent is required.

Checklist
Check the following items before proceeding to the next step.
- IP address of the ETERNUS Disk storage system to be monitored is set.

3.7.2.2. Activation of Storage Cluster Controller Monitoring Function
To activate the Storage Cluster Controller monitoring function, edit "Correlation.ini" file.
(For details on the procedure, refer to "Correlation.ini Parameter" Appendix of E7TERNUS SF Storage Cruiser Operation Guide.)

“Correlation.ini” file is stored in the following location on the server node.

Agent 0S kind Absolute path
$ENV_DIR\ESC\Agent\etc\Correlation.ini
("$ENV_DIR" is the environment directory when Agent is installed.)

Windows

Note
When Agent is started, the file is read.
To reflect the content of the file, restart of Agent is required.

Checklist
Check the following items before proceeding to the next step.
- StorageClusterController item is set to "ON".
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3.7.2.3. ETERNUS SF Agent Restart
To reflect the modified contents of "TFOConfig.ini" file and "Correlation.ini" file, restart ETERNUS SF Agent.
Restart service name "ETERNUS SF Storage Cruiser Agent".

3.7.2.4. Monitoring Status Check
Use the "agtpatrol" command to check the monitoring status of the target ETERNUS Disk storage systems.
Run the following bat file.

$ENV_DIR\ESC\Agent\bin\ agtpatrol .bat
("$ENV_DIR" is the environment directory when Agent is installed.)

Checklist
Check the following items before proceeding to the next step.
- IP addresses of DX200#1 and DX2004#1 are output at “TARGET IP".
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3.7.3. Setting Up Ports

In the Storage Cluster function, "Port connected to the business server" and "Port for REC path" are used.
The port mode of "Port connected to the business server" must be "CA".
Moreover, the port parameters set to the ports of the CA port pair must be identical.

The port mode of "Port for REC path" must be "RA" or "CA/RA".

Here, the port mode setting procedure for "Port for REC path" is explained.

Set the port mode for DX200#1 and DX200#2.

(For details on the procedure, refer to "Change FC/iSCSI/SAS Port Settings" in ETERNUS SF Web Console Guide.
For details on the settings, refer to "Storage Cluster Function" in E7ERNUS SF Storage Cruiser Operation Guide.)

(1) After logging in to ETERNUS SF Web Console, switch to the detailed view, click [Storage] on the global navigation tab, click [Disk
Array] on the Category pane, and then click "DX200#1" on the Main pane.

(2) dick [Connectivity] on the Category pane of the DX2004#1 screen.

DX0052 P Rction
: Hardware Components A
Velume Status  Control Modules Disks X Dete
= RAID Growp (2 Awatlabie 2 13 & taoatty
[E= Thin Provisioning + Warning [ a Reset Passward
A ESEE o o % Roload Comt
— e TG Automated QoS
7 system  Storage Sysiem Name DX3052 PH e
(7 Performance W ol Mame ET0925DU Sup
(= Camedation Serial No. 4521216583 Repieting
Ausomated Storage Tienng || | BOEID o Jau;;mu - —— —_— P
[ NAS Management T MEFSIAN | i
iy i SHMP Trap Setiing Un-seHling 19 o
Storsgs. Capacky _ ) :
Avmitatie (TE) Tt (T8}
Raw 028 1405
| Configured 421 1361
RAIDO 428 1334
RAIDY a.00 [i¥1g
RAIDM I 000 oo0
RAIDS 0.00 .00
RAIDS+0 0.00 .00
RAIDE a0 000
RAIEFR 0.00 000 v

(3) dick [Port] on the Category pane of the [Connectivity] screen, then from the list of ports displayed on the Main pane, click the value
displayed in the [Number of Ports] column for type "FC".

[

Meluode | Sarvet  Map View | Scheduer  Lug

Sysien,

Connectivity
Host
A nity/LLM Group
Host Adffiniy

LUK Mapping

Strmge > DX9032 PH - Connectivity

¥ Information

L List of the Disk Aray Pars.

Typs

2 | Mumber or Poms.

F
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(4)  Click [Modify FC Port Mode] on the Action pane under [Port] after checking the FC port to be used as the REC path.

For the candidate port, refer to “Table 35 Port settings".

ﬁ

Connectivity FC Port

= ¥ Information Part.

[ Host (1) List of the Disk Anay FC Porta.

[ AmnayLUN Group A Modify FC Forl Mode
o peesens

2 LLIM Mapping

[ ome ) [ o ]

Total 5 racoras | << « 111 pages = =» |1 page | Go | | oispiay[10_w]recorns

Salections: 1

CM#0 CARD Poridl

SFE-{MMF} ) Oniine SOUMOOEDDALTEID - Enatle - Fatric At 2042tyles | T_L  Enabla

[/ J CM0 CARD Porsd] SFP+iMMF} () Online  CA'RA | SDOIODEDDADTSIZ! - Enable Fabric Auty 2040ytes  |_T_L  Disabk

CM#1 CARD Pori#D  SFP-+MMF) oOrﬂins CARA | 500000EDDADTEIID - Enable - Fabeic Auba 20480ytes | T L Disabi

[] CM¥1CABOPorté1  SFP-{MMF} &) Onine  CARA  SODDODEDDADTESH - Enable - Fabric Aaka 2M42tyles |T_L  Disabls
[ oz cawt Pog - @onine CA | SO0DODEDD455555 - - Enable - - - - - ST -
< >

(5) Click [Modify] after changing [Port Mode] to "RA or CA/RA".

¥ Information

1) Wnen the port mode is changed from CA to A4, the exsting CA Port Mapping information i delead .
Vehen the porl mode i changed from RA to CA, the exeling RA porl Remole Copy path information i delated
Fietds marked wih * are raquired

¥ Port Setting
w Taiget Poit

CMFD CAZD Pare & Oning

(6)

Confirm the [Mode] of the target FC port is changed to "RA or CA/RA" in the list of FC ports.

[rer ] [ces

Salecions: 0

Total 5 facords | < < 1M pagas > | [T |page| Go | |Deplay[10 v |reconds

[ Por ¥ Information Pl

- Hoet L) List o the Disk Anay FC Ports. S omy FC Fant
| AMnTLUN Group A Muddy FC Porl Mods
1 Host Afinily

3 LUN Mappmg

CMAD CAND Poatél  SFP-{MMF} & Onl T
[ cusocasoPosd  SFPvimr) @Ok cama e Enabée Fabnc A - 2048bytes  LTL  Disabh
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(7) Repeatstep (1) to (6) to change the port setting of all the REC path candidate ports.

Change the port setting of the REC path candidate ports for DX200#2.
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3.7.4. Setting Up REC Paths

Set up REC paths between ETERNUS Disk storage systems.

When REC path settings are performed in one of the ETERNUS Disk storage systems, the settings are also applied to the other ETERNUS Disk
storage system.

(1) lick [Storage Cluster] on the Category pane of the DX200#1 screen.

Disk Agray-
¥ Dalste
A taai
Reset Passward
& Reload Conf
I Canneclivity i
R Aulomaled QoS
7 System Aclvate
[ Partormance Stap
[ Canelation Reposting
= Automated Storage Tiering Aol
Shop

| Storage Clusier

(2)  dick [REC Path] on the [Storage Cluster] screen.

» ETDHA0S3 1 5 Storage Cluster
* Information TFO Group:
i) A et of the TFO graps: A oel
3 Delsta
S ] [ o s
70 | e = B
Manuai Controk

Selectiong: 0 Total 1 rcards == = 11 pages > == [1_|page|_Go | | Dsplay [10 v | mcords Falloves
Faithaiss
Manusl ContralEmengency]:

ter

o groupd inconsistant Incomsistans Prmary At DX9052_FH = . Forea-Failewer

(3) dick [Remote Copy Conf.] on the Action pane under [Wizard].

= (DI REC Patna et 1[5 remots copy cont

* Remate Device Information

e

Tolai 1 18Conts | << « 11 pages » »» || |page( GO | | Displsy [T0_w/] recos
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(4)  Click [Next] on the Remote Advanced Copy Configuration wizard screen.

¥ Information
L) specity ‘Capy e | REC and Round Trip Time wil be 562 sulomaticaly

1. Select Remol
i Satup Advancan Copy F far sl i

Ik Select Me port pairs for Remots Copy Path and e Connection Type Detwaen the ETERNUS disk amays
v Selecl REC bulfar for Incal and remote if using Asynchranaus Consislency Mode

v, View auminary of changes

(5) Select the copy target ETERNUS Disk storage system on the [Select Remote Partner] screen and then click [Next].

figuration on ETOX20053 1

Weleome . Sedect Asmote Padtnes Selup Advanced Copy Paramelers — Specily Coanectivily — Selecl REC Buffer Change Summary

* Information
Qj}sﬂactﬂw Disk Baray thal wil become the Remale Copy deshnabon.

I| Hext > |l Cancel |
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(6)

(7)

On the [Setup Advanced Copy Parameters] screen, set the same copy parameters on both the copy source and copy destination
ETERNUS Disk storage systems, then click [Next].

'ﬂlmm TR < i e .. = e e ..E..su.. —
* Information
-.ﬂMHnwdcmHhsilidhe'D‘mdmsnluHthalwmwlshdammﬁskma!.

ﬁBada'llNTl Cancel ]

On the [Specify Connectivity] screen, select FC ports to form a pair of REC paths and then click [Add].
For the ports to be used as REC paths, refer to "Table 2 Port settings".
For redundancy of REC paths, two REC paths are added.

Walcome - Selecl Remale Fariner  Satup Advanced Copy Faramstars - Spaify Connecidly - Saleci REC Buffer - Changa Summary. N

¥ Information

1) Salect the port par for remels copy. RA or GAYRA is salaciable from Made.
Spechy th typa for Local Ports Farts.

I Connactivity is modiied, REC Tiip Tima
Far Lina Spesd, spacify the max spasd of the targal line, and for Bandwidth Limil, spacify he spaed considaring tha kaad on albar paths.

w Select the port(s) that will be used for Remota Copy.

_ Fiter [ Fiter | [ Clear ]
Sedecbons: 1 Tota! 12 rocords | << « 12 pages > »x | [ |page _Go | | Display [10_w|records  selactions: 1 Total 8 reconds | =« = 111 pages » == |[1 | page[_Go | | Display[10_v| revords

S—1150) C A Fort#D [ CARA o SN 1) CARD PO [ A Ho
- CA#D Fortil Fo CaRA Mo e Ca%D Por Fo CARA Mo

CA#1 Pt WAS - Ho e MFQ CARY PortiD iscal ca Yes
) CMB0 CANT Portd NAS - M CMI0 CAXT Poridl i5CS1 CA o5
) CMBD CA#1 For2 WAS ho ) | CMF1 CARD Porn FC CARA es
) CMBD CA#1 Port#d HAS ho CMF CARD Porti Fo ca Ho v
[ Remove | (==Back_(_Mexiz> [ Cancel ]
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(8) The added REC paths are displayed on the [Specify Connectivity] screen. Select [Connection Type between the ETERNUS] and then click
[Next].

tion on ETIE

® | OO0 CARO Portt] £ GAIRA Mo & CMA0 CARD Portd Fe CARA o a
O | Ca0 CAB! Partél nAs : Mo | oM CAM Forlin 8081 oA Vos
1 D CA#1 Porl NAS = Mo ' CM#0 CA¥1 Forsil 13CS1 CA Yes
O | CM#0 CA Partkz a3 : Ho | CMa1 CARD ForkéD Fe CaRA Vas
1 COMRD CAB Paried HAg - I Mo | CMe1 CA¥D Porté] Fo cA I Mo
| G CASD Fori FC CAfA Mo

| COw1 CASD Pora 1 FC CARA ¥Es

| CAMT CARY Par¥d i=esl CA Yes

[CRemove | [ Add |

* Assigned REC Path

Salections: D

<cBackl |[ Nextz> |N Cancel |

(9) Click [Next] on the [Select REC Buffer] screen.

e o D

i) To exacute REC in Asychionaus Consislancy Mods, REC Buffar setings ara requirsd. U 1o two REC Bullars can be s6f par parinarship
i not nacessary bo configura the REC buffar in casaes whan of tha REC is bew far Starage Clustes

1 Unused v Wl vl v [™] Na
1 Unused w | [ oW [ v Na
2 Unuzed » | == ™ (| Na
3 Unused v T v T = Na

r—
<< Back I gt = Cancel
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(10) After confirming the set parameters on the [Change Summary] screen, click [Close].

Welcome Selec! Remale Pariner — Setup Advanced Capy Paramelers Specy Connectvity Select REC Bufler Change Summary |
* Information

1) Summsary of changes that you hava mads

ETDH 053 _1 DXB082_PH
Advanced Copy Farsmeters
[Roseblon ] s
rrsaemmy o5 58
Connecivity

Direct
REC Buffers

[—u—m{_q—cag—i l

(11) After confirming that the target storage system name is displayed on the [REC Path] screen, click [Box ID].

Sioeqe > ETDXZ00S3 1 > Storage Cluster

Storage Cluster REC Path
7 Ouerview * lInformation
8] REC Pal (i) REG Palts it 2 Remate Capy Coni

¥ Remate Device Information

[ Fmer | [ Clear |

Selechons: 0

Tatal 1 recards << < 111 pages = == [T |page| Go | | Disptay (10 w|recards

T 00022 pen | 19316811112 [ T Dire=ct

(12) Check the REC path status on the [REC Path Details] screen.

| 1) REC Path detaits K Remols Copy Canf

Total 2 records | == = 1/ pages = == | [1_| page|_Go. | | Otsplay [T0_ ] rscoras

CMED GARE Poréd  CMED CARD Parted Wnlimited

- - &3 harmal
CMIFD CARD Poasl  CAM#T GARD Parten — - - Uniimited || ¢ Namat

Checklist

Check the following items before proceeding to the next step.
- The REC path status is displayed as "Normal".
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3.7.5. Setting Up TFOGs

Set up the TFO group between Primary and Secondary ETERNUS Disk storage systems via the ports set for "Ports connected to the business

server".

The TFO group is set on both Primary and Secondary ETERNUS Disk storage systems by executing setup once on either one of the storage

systems.

(1)

(2)

(lick [Storage Cluster] on the Category pane of the DX200#1 screen and then click [Set] on the Action pane under [TFO Group].

30 ercer | MapView | Scheduler | Loy | Syslem

Shorgge 5 ETDXPI0S3 | Storage Cluster
Storage Cluster

) (i v Information
Lo L) A ist of the TFO groupa. || & Set
——
» F | TFQ Group Stals:
| Fileer Clear | ||l Refiash
Manual Condral
Salactions 0 Total 1 recoids <« < 11 pages = == |1 aaneﬁ__ﬁq__ DiiDIa;-_iD o | recoads ahovar
o stbach
N : - Lozal | Remote |
[ ‘u-e ‘mm ‘sﬁu |. e R ——————— R — Manual ConrolEmeroency
i : [ PrimaryiSacondary [ Activeistanaty | Remote Disk Array [ Prim iy | & [l
] o aroup1 Inconsisbent Incansistent Frmary ACDve DX9052_FH - <

The [TFO Group Setting] wizard screen is displayed. The [Select Disk Arrays and Options] screen is displayed. Select the remote
ETERNUS Disk storage system and then select the storage system for the Primary storage.

After setting the TFO group information, click [Next].

For the TFO group settings, refer to "Table 38 TFO group settings".

In this example, "Manual" is selected as the [Failback Mode] because failback is not automatically executed at storage switching.

Select Deki Arrays and Options Selact Pon Falrs Confinm

¥ Information

Salect Primary/Sacondary Disk Armay.
ETONZ0053 1
Lacal ® Remota

[TFOG_
0 At W
7wl ® Manus!
® Readiine ' Read
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(3) On the [Select Port Pairs] screen, select one CA port to be paired respectively from the Local Port and Remote Port lists, and click [Add].
Two CA port pairs in the TFO group are added.
For the target ports of the CA port pairs, refer to "Table 2 Port settings".

| Fier | | Clear | [ Fiter | [ Clear |
Selectons: 0 Tolal 12 records | << < 172 pages = >» ([T |page( Go | | Display[10_v]meuros  salecoons: @ Tolal 8 records << < 11 pages > »= [1 |page| Go | Display 10 | reconts
cA CRE CARD Portt0 FC A No
T CME0 CABO Par Fo | ma ho " cae CARO PorF FC oA Ho
CMED CARI Pt HAS | - Mo CMYD CAZD PortéD FC ca Ho
CIFD CAF1 Par] A I Mo CMEHD GARY POl FC | RA [
CMPO CA1 Pars2 NAS - No M1 CARD Poits0 FC oA Ho
CMBD CAF1 Farsd HAS. il No MG CARD Portit FC | cA Hio
M CAD FartsD FC | RA o CE CA%I Poc#D FC | RA Ho
l @ e coa Port FC | ek Ho Iww«im FC | A fio

ME1 CAF1 ForssD N.AS : - Yes
CME CAR1 Parl HAs - No

( Ferin .-
v

* Port Fairs List

<<Back |[ HNewz> |[ Cancel }

(4)  After confirming the added port pairs, click [Next].

| CMED g Partén FG - GA No

' CMPO CARD Pors0 FC

=) Ha
T CMED CA®D P CFC RA Mo © CMED G Partét FC Ch Ho
| CME0 A% Forté0 | Nas < Ho | TN a3 Forts FC ca He
CME0 CA# Pork NAE Ha CMED CAZI Parté] FC RA Na
| CME0 CA®1 Ports2 NAS Ho AT CAD Pt FC ch Na
1 cMmD CAR1 Pomé3 | HAS z Hao T CM#1 CAED Porté) Fo e Ho
) CME1 GAXO Porti | FC RA Ho | M1 CAR3 Partél FG RA No
@ G CARD Porti o cA Ho ® | Cwe1 caZ3 Fonst FC ca No
| CME CA# Foro | NAs = ez
_ CMPY CAR1 Portst NAS. Ne
[ Remove | [ Add

* Port Pairs List

L1 it st oty [ [ [ ! Sy et i e L

p—

(5) After confirming the TFO group settings, click [Set].
(6) Repeatsteps (1) to (5) to set up TFO group #2.
(7)  Confirm the TFO group status on the [Overview] screen.

Checklist
Check the following items before proceeding to the next step.
- [Status] of TFO group displays "Normal".
- When the Storage Cluster state of DX200#1 is displayed, [Local] of TFO group #1 is "Primary" - "Active", and [Remote] is
"Secondary" - "Standby".
- When the Storage Cluster state of DX200#1 is displayed, [Local] of TFO group #2 is "Secondary" - "Standby", and [Remote] is
"Primary" - "Active".
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3.7.6. Preparations for Business Volumes

Allocate the volume used by the business server.
To use the Storage Cluster function, prepare a volume of type "Standard, "WSV", "TPV", or "FTV".

In this example, the volume used by the business server should be under control of Automated Storage Tiering, so "FTV" is used as the
volume used by the business server.

FTVs have been allocated in "3.6.4. Creating FTVs", so proceed to "3.7.7. Setting Up Access Path".

3.7.7. Setting Up Access Paths

In setting the access path, the settings required to make the business server access the business volume are made.
The following actions are required to set the access path.

- Creation of Affinity/LUN group

- Host Affinity settings (Server HBA, Disk storage system port, Affinity/LUN group association)
- FC switch zoning setting

This section explains the procedure using the ETERNUS SF volume assignment function for performing the above actions in one go.

In addition, because it is necessary to switch physical servers and access volumes with vSphere HA in this example, access paths are also
added to the physical servers to be switched to.

The above action must be performed on both Primary and Secondary ETERNUS Disk storage systems.
3.7.7.1. Volume Assignment
Using the ETERNUS SF volume assignment function, assign FTV to Affinity/LUN group.
At the same time, set the host affinity and FC switch zoning for business server #1.

(For details on the procedure, refer to "Assign ETERNUS Disk Storage System Volumes to Server” in ETERNUS SF Web Console Guide.)

(1) Afterlogging in to ETERNUS SF Web Console, switch to the detailed view, click [Storage] on the global navigation tab, and then select
[Disk Array] on the Category tab.

(2) Check that DX200#1 displayed in the disk array list and then click the [Assign Volume] button on the Action pane under [Wizard].

B etk [ server | Mo isw [ Schiedhter | Log [ System | |

did AT m
¥ Information (st amay:
Disk Array (Meanual} () Lt of Disk anays |4+ Dcover
Tape Library |%¢ Daleta
Tepe Library (hanualy »* Fiﬁﬂ'&"i_'_l |38 oy
Access Path _.-|||c,_-| T Reaat Pasewand
Corralation =3 Rakiad Cont
WVOL Banageman ==
| Selactans 1 Talat 3 reards << = 111 pages > == | [T page|_Ge |  Display [10_] racorss || /=2
| I e 1P Address | Moget | staas | Pertarmance Monitaring Status | e
. Cx5052 PH 193468 11117 ETO82SDU &) Norma @ stop
193168 11,113 ET203800 &2 Normal &3 Mamitoring
O 193.168.11.112 ETO8250U € Nomat @ ston
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(3) The [Assignment Volume Wizard] screen is displayed. Click [Next].

1 Volume

Welcome - Salact Sarver Salect HEA and Port Assign Valumas fa the Server

¥ Information

{1 Thiis wizard wil help you 1o conligiee the connections between the Disk Amay and the Seruer.
Erefore wsing his wizard, ragister the Disk Armay and e Server.
Zoning setfing wil ba enabled under the fol owing condibions.

= Siorage Craser Standan licensa has been registared io tha Disk Aray.
= The FGC swilch between them has been registersd

1 Salact Sarvar
2 Sedecl HEA and Port
3 Assign Valumes 10 Me Seruer

(4) Select the radio button of business server #1 on the [Select Server] screen and then click [Next].

Azsign Viohumes. fo fhe Sarvar

gelections: 1

) I MTCESV2LIST 163162 1.3

4

(o] 193.168.166.148 Vitwars ESXI Vhware Host 3
) ESC_WINZ0GE_EN_GWK 5 Wiware ESXE Vhuare Guest o
RHELGA04_DWL_2TB [= Viwsara ESKi . Vhwara Gusst i)
ACM_wn2042R2_vss1 - Whtwara ESX Whdwara Guest [}
HAZIPAD_DWL - Whtwara ESX Whwara Guest (]
ESC_WINHIERZ_IF_GIWK , Whtware ESXI Vhiare Guest o
RHELS.7x64_DWL_ESC 5 Viware ESKI | Whaware Guest [

T win201264_mansger 151 I Wiware ESX Vhiware Guest o
© win2D08xE_dy 153 patch IE Vitware ESX " Vhaware Guest Ta
O ESG_ihelssaed |- Whwiare ESHI | Whaware Guest ]

Nexz=_|[} Gancsl
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(5) On the [Select HBA and Port] screen, select [Yes] for [Zoning Setting], select the [Assign Volumes] checkbox in the HBA field and then
click the [Connect] in the HBA field.
When manually setting the zoning of the Fibre Channel switch, select [No] for [Zoning Setting].

pain, [QEEEITR . Metwork, | Seavar | Map e, Schestules | Log | System

Assign Volume Wizard on ETDX20053_1

Welsome  Salad Sarver - SalectHEA and Pot - Asaign Volumas o 1he Sarver
» Information
¥ Connect HBA to Port
Sedected Disk Aray ETOXZI053_1
Selocted Sarvar CESVILIST
Zowing Setling Bl Mo
Assign Volumes
AffnityiLUN Graup
Inierface Type e
HEAR Logical Numner -
wwrn
=
Host Responss - Dedau v
Assign Vohmmas
AMMinitgLUN Graup -,
Intartace Type i
HEARD Logical Number -
WWPN
Comnecte Pt anaze]
Hoat Responss fDefaull v
Assign Vohmes O
AMIMIteLUN Group
[ == Back | Cancal

(6) The [Select Port] screen is displayed. Select the radio button of the CA port for server connection and then click the [OK] button.

(7)  Since the server and storage system are multipath-connected, select a CA port for the second HBA as well.
After confirming the CA ports displayed in the [Connected Port] field, click the [Next] button.

(8) On the [Assign Volumes to the Server] screen, enter the [Affinity/LUN Group Name] on the [Select Volume] tab.
Confirm that the "FTV" type volume is displayed in [Volume List], set the LUN number, and then click the [Add] button.

(9) Confirm that the volume added to [LUN List] is displayed and then click the [Assign] button.

(10) For the two FTVs created for DX200#1, repeat steps (1) to (9) to perform volume assignment and perform the host affinity/LUN group
setting.
Repeat steps (1) to (10) for the two FTVs created for DX200#2.
To assign the volumes for DX200#2, select DX200#2 for the storage system in step (1).

Note 1
For the CA port used for assigning volumes for inter-storage synchronization by Storage Cluster, set the CA port pair set in 3.7.5.
Setting Up TFOG.

Note 2
For the volumes for inter-storage synchronization by Storage Cluster, set the same LUN number.
If the LUN No. of the volume is set to "0" for DX200#1, set the LUN No. of the paired volume to "0" for DX200#2.

Storage Server Port LUN No. Affinity/ FTV Note
. ) HBA
system information LUN group name
DX20041 esxi01 vmhba3 CM#0 CA#0 port#0 0 AG 1 lume1
volume ;
esxi01 vmhbat CM#1 CAHO port#0 - Assignment of FTV to
> hba3 CIE0 CARO Dort#0 TFOG_1, setting of host
esxi vmhba or o
DX200#2 P 0 AG_1 volume1 | affinity/LUN group
esxi01 vmhba4 CM#1 CA#O port#0
DX20041 esxi01 vmhba5 CM#0 CA#1 port#0 : AG 2 lume2
volume ;
esxi01 vmhbab CM#1 CA#1 port#0 - Assignment of FTV to
> hbas CAEO CART 0 TFOG_2, setting of host
esxi vmhba or o
DX200#2 P ! AG.2 volume2 | affinity/LUN group
esxi01 vmhbab CM#1 CA#1 port#0

Table 22 Volume assignment settings
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3.7.7.2. Addition of Access Path

Set the host affinity and FC switch zoning for business server #2.

For access path addition, select the affinity/LUN group created in 3.7.7.1. Volume assignment.
(For details on the procedure, refer to "Add Access Path to ETERNUS Disk Storage System" in £E7TERNUS SF Web Console Guide.)

Note

The port, LUN number, and affinity/LUN group name to be set for the access path of business server # 2 are the same as those set for
business server #1.

Storage Server Port LUN No. Affinity/ FTV Note
. . HBA
system information LUN group name
DX20081 esxi02 vmhba3 CM#0 CA#0 port#0 0 AG T lumed
volume ;
esxi02 vmhba4 CM#1 CA#0 port#0 - Assignment of FTV to
02 hba3 CM#0 CARO borth0 TFOG_1, setting of host
esxi vmhba or L
DX200#2 - P 0 AG_1 volumel affinity/LUN group
esxi02 vmhba4 CM#1 CA#0 port#0
DX20081 esxi02 vmhba5 CM#0 CA#1 port#0 : AG 2 lume?
volume ;
esxi02 vmhbab CM#1 CA#1 port#0 - Assignment of FTV to
02 hbas CM#0 CART Dorth0 TFOG_2, setting of host
esxi vmhba or o
DX200#2 - P 1 AG_2 volume2 affinity/LUN group
esxi02 vmhbab CM#1 CA#1 port#0

3.7.7.3. Verification of Access Path
Check the status of the access path.

Table 23 Access path addition settings

(1) Click [Server] on the global navigation tab and click [Access Path] on the Category pane.
Check the access path information displayed on the Main pane.

Checklist

Check the following items before proceeding to the next step.

- [Status] of access path is "Normal".

- The server's [Name], [HBA], the storage system's [Port], and the [Affinity] group are as designed.
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3.7.8. Confirmation of Synchronization Startup

Confirm the volume synchronization between storage systems starts.

(1)  After clicking [Storage] on the global navigation tab, select DX200#1 and select [Storage Cluster] on the Category pane.
Check the status of TFO group displayed on the Main pane.
[ vain [RETETTY Natwork [ sewvar | Map iew | Schedulec [ Lag | syitom |
Slorgoe > ETODH20053 1 > Storage Cluster
Storage Cluster eryie
Jovervien] ¥ Information
e 1) A list of the TFO aroups
* Filier Satting
Filte: Clear |
Selections: 0 Tatal1 records | << < 1/1 pages » x> | [1 page| Go Diepiay |10 s | recordd
ml | Local | Remote
| | Remote Disk Amay p yndary |
O | tho_groupt Marmal HMommal Primary Active D¢9052_FPH Secondary Standby
[ | ¢ growp2 Normal Mommal Secondary Standby D¥9052_FH Primary Aclive
Checklist

Check the following items before proceeding to the next step.
- The [Status] of all the TFO groups is "Normal".
- The [Phase] of the TFO group is either "Copying" or "Normal".

"Copying" displayed in [Phase] means volume synchronization between storage systems is in progress. After completing
synchronization, [Phase] displays "Normal".

Note
When the access path setting is not normal, [Status] of TFO group displays other than "Normal".
If [Status] of TFO group is other than "Normal", then check if the following conditions are met.

- The LUN number and size of synchronization target volumes on Primary and Secondary storages are same.
- One server has access paths to both CA ports of the CA port pair belonging to the TFO group.
- An affinity group with the same LUN number is set for the access path set for the CA port pair.
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3.8. Creating Business Servers

Create a datastore for business servers #1 and #2, and build a VM environment and HA environment.
For business servers #1 and #2, assign ETERNUS Disk storage system volumes.

To create a business server, use the following procedure.

- Create a datastore
- Create a business server VM environment
- Build VMware vSphere HA

3.8.1. Creating a Datastore

For VMware vSphere business server #1, create a datastore by specifying the volume 1 device.
Use the same procedure to create a datastore by specifying the volume 2 device.

—_

(1)
(2)
(3)
(4)
(5)
(6)
(7)

Log in to vSphere Web Client and select [Host and Cluster] on the home screen.

Right-click on business server #1 on the navigator pane and select [Storage] - [New Datastore].

Select [VMFS] in the [Type] phase on the [New Datastore] screen and then click the [Next] button.

Enter [Datastore Name] in the [Select Name and Device] phase, select the volume 1 device and then click the [Next] button.
Specify the datastore size in the [Partition Configuration] phase and then click the [Next] button.

Confirm the settings and then click the [Finish] button.

Repeat steps (1) to (6) to create a datastore by specifying the volume 2 device.

3.8.2. Creating a Business Server VM Environment

Create a VM on business server #1 and business server #2, and install the 0S (Windows Server 2012 R2) on the datastores created in 3.8.1.
Creating a Datastore.

For the procedures for VMware vSphere ESXi and vCenter Server, refer to the documentation for VMware vSphere 6.

For the Windows Server 2012 R2 settings, refer to the appropriate documents on the Microsoft website.

3.8.3. Building VMware vSphere HA
Create a cluster and add a host for VMware vSphere and configure HA.

(1)
(2)
(3)

(4)
(5)
(6)

On the home screen of vSphere Web Client, click [Host and Cluster].

Select a data center and click [Actions] - [New Cluster].

On the [New Cluster] screen, select the [Enable] checkbox for [vSphere HA]. The vSphere HA configuration screen is displayed as a
rCe()snuflitt_;-ure vSphere HA and then click the [OK] button.

On the navigator pane, select the cluster, and then click [Action] - [Move Host to Cluster].

On the [Move Host to Cluster] screen, select the checkboxes of business servers #1 and #2, and then click the [OK] button.

Confirm that business server #1, business server #2, and the VMs on the business servers have been moved to the cluster.
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3.9. Configuring Auto QoS

Configure the Auto QoS function for FTV.
In this example, of the two FTVs, the configuration will emphasize the I/0 performance of Volume 1.
(For details on the settings, refer to "Setup of Automated QoS Function” in Operation Guide for Optimization Function.)

To configure the Auto QoS function, use the following procedure.

- Verification of target Volume

- Registration of license

- Enabling of Auto QoS function

- Configuration of parameters related to Auto QoS

Configuration of the Auto QoS function requires license registration, but since license registration is described in 3.4.4. Registering the
ETERNUS SF License, this step is not described here.

3.9.1. Confirming Target Volumes

Confirm that the conditions of the Auto QoS target volume are satisfied.
Start volume monitoring of the ETERNUS Disk storage system and threshold monitoring of the Fibre Channel switches.

(1)  On ETERNUS SF Web Console, the [Performance] screen of DX2004#1 is displayed. Click the [Start] button on the Action pane under
[Performance].

il izt [ Server | MupView | sehedues | tog | Sysien | I
Slorane » ETOXZNN53 1 > Performance:

EEE * Information Farlormancs:
Confguration

Thrasheld Mordcning

Performance

1) Select an elemenl io begin monioring or lo dsplay tha performance chast. san

Select Chants Categary Disk v Charts
T = - Perforrmancs Charl
i!‘ﬂ Sl_ ﬂlﬂ - g Th W
Filtes e hrashald bani faning:

Eniatie
Dusabie

Saleclions. {1 Total 24 records =~ < 173 pages = == |1 pane _Gu | Display |10 | reconds

(2) The [Start Performance] screen is displayed. Check the volumes to be managed and click the [Start] button.

Main BETTEER Metwok | Server | MapView | Scheduer  Log | System |

Stant Performance on DX9052 PH

* Information
|1 Gedect the resource for which you want fo star perfarmance.
‘When ‘AT |5 selected for Range of Montonng Valume No., the following operations are automatically performed:
» Defect a volume that has been created or removed and include It in targets for parformance managemsn.
« Depending on ihe increase and decrease of valumes, Monllorng Interval Time may be aulomatically ajusted
Figlds markad wilh * are raguired.
Range of Monitaring volurma No. * Ca @ partial
Minienaem Monitoring Wolsme No. o
Maximum Mononng Velume No. = 2] |
Minimm Monitoring Interval Time * 30w secs
Create Devics Configuration Fils * ®yes UNo
» Filter Setting
[ Fiter | [ Clear
Total 434 records | << < 1144 pages = == |[T__ |page| Geo | Display|[10 v |recorde
N, Name RG No. TPF No. | Status Type | Capacity
o 16 ICCMOWL ] - & Avalable Standard 256,00 ME
1 zhongyeang_ss_0 3 c ) Avelanis Standand 1.00 GB
z 50/10_share wo 0 ] - & Availabie Standard 2.00 BB
[ Stan
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(3) dick [Correlation] on the Category pane. After the [Correlation] screen is displayed, click [End to End View] on the Category pane and
confirm that the volumes are displayed.

Il Storane

End to End View {Full Entries)

|7 End to End View (Vidvars)
[~ End to End View (Hyper-V)

TotaI 106 records | << < 141 pagss » x= | [T |page(_Go || Dipiay [10 w |recoras|

O @ Nomal | WIN-HYPERVHOST-1  Standakne - - FC 20000000CHDFITED - BXS0051003224-CB3 16  BX900S1003224-CB3
O € Nomal  WIN-HYFERV-HOST-1  Stand-slone FC 20000000CEDFITED BXS0051003224-CB3 16 BXO00S1003224-CE3
O | @ Nomal | WIMN-HYPERV-HOST-1  Siand-zslone FC 20000000CADFITED EXO00S1003224CR3 16 BXO00S1003724-CA3
O 4, waming | lig UMware Host - FC 10000000CADFITES BXQO0SH003224-CRT 4 BXO00S1003724-0HY
O | p, waming | lin WMware Host - FG 10000000CSDFITES - BXOO0S1000224GRI 4 BASNOS10037P4-GAI
O 4, Warning g VMware Host - FC 10000000CODFITES - BX200S1003224CRI 4 EX000S1003224 CHI
O | 4, Warning | fig WMware Hosl - FC 10000000CHDFITES - EXS00S1003224GB3 4  BXS00S1003224 CE3
O 4\ Warning | fig VMware Hosl - FC 10000000CSDFITES BXS00S1003224-CB3 4 BXO00S1003224-CE3
O | 4, Waming | lig UMware Host - FC 10000000CODFITES EXSO0S1003234-CB3 4 BXS00S1003734-CE3
O\, Waming | lig UMware Host - - FC 10000000CODFITES - BXOO0SH003224-CR7 4 EXO00S100324-CRY
< >

(4)  Click [Network] on the global navigation tab and select the Fibre Channel switch.
Click [Performance] on the Category pane. On the [Performance] screen, click [Enable] for threshold monitoring on the Action pane.

Hatwork > BREGISI00GIC4 CET 5 Performance
Charts

* Information Porformance
[ Conagurzrion i) List af parts an s for ing has been startsd. Star
= Thrashold Mordoring Stap
Selections 0 Total 26 reconts | =< = 113 pages = 2= | [1__| page(_Be_| | Display 10 ~]recards (| Charls
e —— [ Petarmanes ot
Olo e =_Par G Mol i
L1 Bebitls F_Paort € Homal l F‘”“'
|2 BOI F_Fort G Nomal Disatie
miE aGhitts F_Port & Nommal
0|4 Bhitts £_Port & Nomal
0= BGbit's F_Fort & Nomsl
Ofs Bl F_Por & Nomal
L1 BGhitls F_Port & Nomal
H)|e BiEbits F_Faort G Nomal
mgf e F_Port & Hormal

(5) Confirm the threshold information and then click the [Start] button.
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3.9.2. Enabling the Auto QoS Function
Enable the Auto QoS function. If the Auto QoS function is not started, click the [Start] button.

(1)  dick [Storage] on the global navigation tab and select the storage system. On the Action pane, click the [Start] button under [Auto
QoS].

3.9.3. Configuring the Parameters Related to Auto QoS

Configure the Auto QoS related parameters for the volume.
Set priority and non-priority for bandwidth allocation for FTV.

(1) Display the [Automated Storage Tiering] screen. Click [FTV] on the Category pane to display the list of FTVs.
Select the checkbox for Volume 1 and then click the [Modify] button on the Action pane.

| raain | v Serues ap Wi Sichedul e
Sforage > ETDXZ0053 1 > Automated Storape Tiennpg

Automated Storage Tierin
[ Qrerview Teilad af capacily doea not 0 FTV usad capacity since each layer used capacily is 8 quols share of sb-poel. ~ L2
[ Tiefing Folicies o Croale
Bt s
= r 1 Modify
am Fier X
Solcions: 1 Talal 15 ecards | <« < 112 pages x> | [T |page| Go | Dispiay [T0_w]recoras Erlome CackaRead
Enable
Dizabie
Allocatian:
Setto Thin
Sat fo Thick
3 FTRP_VOLOY ) Avaiable | Block 10068 OOOMB  3JB2K4B_FTRP - - - Mo Sel | Disable Automated Starage Tiemg:
s FIRP_VOLO? € Avalsbis  Block 100GE  DOOMB  3JBIK4B_FTRP - - - Mo Sel | Disable 2 Stals Updale
] 4 yatestFTRF omrala& Block 2000068 19.15GB 3JBZKAB_FTRF - - - Mo Set | Disable r
O 1w VOL_NAME #2 (§ Avaiable | Black 1000GE 00OME  1-4poal Q0%(D00ME) 0.0%000ME} 00%(0.00MB) NoSel Disable
O n Tiptast @ fwaiable | Block . 000GE 000MB  3JB2K4B_FTRP - . . Mo el | Disabla FEE T EE
O u VWOLHD @ Avalabie | BlockVWOL  Unimown | 4.00GE  46200MB TP 0.0%(0.00MB)  0.0%0.00 MB) 0.0%(0.00 MB) No Set  Disable
] 15 VwoLF1 oavalath Block/VWOL  Unknown | 30.00 G8  0.00 MB TP 0.0%0.00MB) 0.0%0.00MEy 0.0%(0.00 MB] Mo Set | Dizable
O 15 VOL_NAME #0 (G Avaiable | Block - ID00GE 000ME  TPP_2 0.0%(000MB) 00%000ME} 0.0%(0.00MB) MoSel Disable
[mIT WWOLHZ & Avalsbie | Block\WOL  Unknowm | 3000 G2 000ME  TR_1 0.0%(0.00MB)  0.0%0.00 MB)  0.0%(0.00 ME) No Set | Disable
O WVOLHS ) Avatable | BlockVWOL  Unbmown | 4.00GB  441.00MB TP1 0.0%(0.00MB)  O.0%0.00MB) 0.0%(0.00MB) MNoSel Disable
< >

(2)  Select [Enable] in [Automated QoS Enable/Disable], select [High] in [Automated QoS:Priority] and then click the [Modify] button.

Modify FTV ETDXZ0053 1
|

¥ Information
¥ Configuration of FTV Infermation
(FIVMumber
(MmO [FmevoL |
BSIE g metane

o s 7

I m@ '|| Cancel
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(3) Configure Auto QoS for FTV volume 2. Repeat steps (1) and (2), selecting [Low] in [Automated QoS:Priority].

(4) Check the information on [Automated QoS] in the FTV list.

Somge

Slorang > ETDX20053 1 » Automated

Automated Storage Tierin

Storage Tiering

] Qvervizw Total o 63ch Iayes 43ed capacity 0es Nt COMespoNd 1o F TV USEM CAPACIY SINCE #Rch Iayer Used capacity 1 & quota share of sub-pool.
2 Tiasing Policies L
T by
SE [ reer ]
= Setting

Total 15 recors | << < 12 pages = == [1_|page| G0 | |Dispiay [10_ | recorss
.

Checklist

Check the following items before proceeding to the next step.
- The [Enable/Disable] setting in [Automated QoS] is set to "Enable".
- The [Available] setting in [Automated QoS] is set to "Yes".
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3.10. Installing MA

Install the MA Server appliance and the MA Probe appliance to the management server.
(For details on the procedure, refer to ETERNUS SF MA Deployment Guide.)

3.10.1. Installing MA Server Appliance
Install MA Server on the management server.

(1) Mount the MA installer in the CD/DVD drive or place the ISO image of the installer in the ESXi datastore.
(2)  Onthe vSphere client, log in to the monitoring server.

(3) From the [File] menu, select [Deploy OVF Template].

(4)  Click the [Browse] button.

(5) Select the MA Server OVA file from the MA installation DVD or the 1SO image and click [Open].
For the location of the OVF file on the DVD or in the I1SO image, refer to the ETERNUS SF MA Software manual.

(6) Click [Next].

(7)  Confirm the OVA file details in the OVF Template Details section and then click [Next].
(8) Enter the [Name] and then click [Next].

(9) Select the disk format to be applied and click [Next].

(10) Select the [Power on after deployment] checkbox and then click [Finish].

(11) The Deploying dialog box is displayed.

(12) Check that the MA Server appliance has been added under the management server on the vSphere client screen.
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3.10.2. Setting Up MA Server
Perform settings to use MA Server.

3.10.2.1. Setting of the IP Address of MA Server Appliance

(1)

(2)

(3)

Open the [ma-sv] console on the vSphere client or Web Console.

From command prompt, enter the following login authentication information.

At login authentication, enter the following information.

ltem Setting content Setting value

Local host login user name

Localhostlogn config (fixed)

Default password
Default password For the default password, refer to ETERNUS SF MA | (Password)
Deployment Guide.

Table 24 MA Server login verification settings

ent0S release 6.6 (Final)
Kernel 2.6.32-573.7.1.el6.x86_64 on an xB86_64

entosb-b-server login: config
Password:

The IP address automatically assigned at deployment is displayed next to the 'inet addr' field.

ent0S release 6.6 (Final)l
ernel £.6.32-573.7.1.elb.xBb_b4 on an xBb_b64

entosb-6-server login: config
Fassword

lcearch=il4y.com
nameserver=127.8.8.1
nancscrver=18.23.4.3

wxwsnnwx CURRENT HETWORK CONFIGURATION sswssmsnmnmnmnmnn

DHCP IP Address: inet addrj192.168.20. 120 cast:192.168.255.255 Mask

1£505.455.8.8

FEEFEPEME FE 36 36 3646 BEEE 3636 3 FEDEIE 36 BEFEFE-FE 300 36 36 36 I M-I 30 6D W IEI A I MIEF I MIH
#%% ASSIGN STATIC IF ADDRESS TO THE AFFLIANCE s

B 600 B 3B BE S BB I I3 I HEE 36 BE B BE B 33 36 30 36 IR0 E I BE JEBE-BE 3636 I 300 36 B JEBEIE

ontinue 7 [yesrnol
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(4) When "Continue? [yes / no]" is displayed, enter "yes".

6o JoE-BE E-EJoE S E oo B -E E - S -BEE B JE S E S S -BE E - S -BEE B BEE EE SE-BE E - S -BEE-BE B BEBE BB

=xx ASSIGN STATIC IP ADDRESS TO THE APPLIANCE sesess

6 JE-BE 6 BE 6 E E-BE WE-BE DE-BE E-PEE-BEBE N E E-BE WE-BE DE-BE NE-BEDE-IENE DEE BE-BE NE-BEE-BE NE-BEE-BENE B E BN

ontinue 7 [yessnol @ yes_

(5) Enter the network information of [ma-sv].

-3 E-E I 2E - -BE-BE EBE BE EE B -BEBE BE-BEBE BB E-E B E-BE B IE-BE B -BE-E BE-BESE BB SE-SE-BE SE-BE B E-BE NN

=xx ASSIGN STATIC IF ADDRESS TO THE APPLIANCE sesexs

3o b o o o JoE o B PEE S o6 o BoE B o SEE B E PEE S S E I S E S PEE 6 PEBE E B B

ontinue ? [yessnol :@ yes
IF Address: 192.168.38.22
Netmask: 2£55.255.8.8
Gateway: 192.1668.8.1
Domain Name (Optional):
Name Server(Optionall:

Enter the following items.

Item Setting content Setting value
IP Address IP address of the MA Server 192.168.30.22
Netmask Subnet mask of the MA Server 255.255.0.0
Gateway Gateway IP address (Gateway IP address)
Domain Name Domain name (Domain name)
Name Server IP address of the DNS server (IP address of the DNS server)

Table 25 MA Server network settings

(6) When "Apply changes?" is displayed, enter "yes".

3 306 306 3o 3 E-E-E 36 E-E-PE P B IEIE D PP IEIEBE-BE -PEFE-IE B BE -6 I IEBE BB B PEFEBEDE I B BEIEDE DB BEIE

=xx A3SIGN STATIC IF ADDRESS TO THE APPLIANCE sesx=

3 30606 3o 3 E-E-3E I 36 E-E-BE P FEIEIE DE PP IEIEBE-BE -PEFE-IE B BE -6 I IEBE BB I PEFEEBE P B BEIEDE BB BEIE

ontinue ? [yesr nol : yes
IP Address: 192.168.38.2Z2
Netmask: 255.255.8.8
Gateway: 192.1668.8.1
Domain Name (Optional):
Name Server(Optional):
changes? [yes- nol: yes_

(7) When "Press Enter..." is displayed, press the [Enter] key.

ARNING: Deprecated config file setc/modprobe.conf, all config files belong
~etc/modprobe.d~.

Reverted back?
Fress Enter to quit this session_
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3.10.2.2. Connection to MA Server Appliance
(1) Open the browser and access the following URL.
https://(MA server's IP address):8443

(2) Read the displayed terms and conditions of the license agreement and if they are agreeable, select [Yes, | accept].
Then click [Next].

[ T T T per oo
(2) When you duplicate the Media for backup purpose in accordance with Section 2. (1), you must copy the cop]
(3) The duplication of the Media shall be treated as the Media under this Condition of Use.

3. Transfer to a third party
You may not transfer, loan, sublicense the Media to third parties, or provide it as collateral to a third party.

4. Warranly range
Fujitsu warrants that the Media will be free from defects in materials and manufacture under normal use for
liability of Fujitsu under this Condition of Use will be, at Fujitsu's option, replacement of the Media or refund of

Do you accept all the terms and conditions?

MO, T 40 not accep!

Next|

(3) The [Add License Key] screen is displayed.

Add License Key

License Key*

[Submit]

No license key added
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3.10.2.3. Registration of License to MA Server

Register two types of licenses, VMware and ETERNUS SF, to MA Server.
Once these licenses are registered, VMware and storage system reports can be acquired.

(1)  Enter the [License Key] and then click [Submit].

Add License Key

License Key*®

[ Subrnit

Mo license key added

(2)  The registered licenses are displayed in list form.

Add License Key

|License Type lﬂmﬁé'ﬁi

|ETERMUS SF el e

[First/Prev] 1 [Next/Last]

License Key* |

Submit| |MNext

.....

Successfully added license key

JW | Start Date | Expiry Date | Status |

1 03-Mar-2016 | 20-Apr-2016

ﬂi.'tl'l.l't
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(3) Inthe same way, add the [License Key] and then click [Submit]. (Repeat this procedure for the number of licenses.)

Add License Key

license Type | License Key [mw | Start Date | Expiry Date | Status |

|ETERNUS SF | GERSamr s il inEiReREnn  Rusaed | | 03-Mar-2016 | 20-Apr-2016 | Active

[First/Prev] 1 [Nexts/Last]

I.J:mwlﬁ.vp‘[_ o 'i"]

Successfully added license key

(4)  After registering one VMware license and two ETERNUS SF licenses, click [Next].

3.10.2.4. Creation of Administrator Account
Set the password for the "admin" user.

(1) In [Set Details For Existing admin User], set the [Password] and [Locale] and then click [Submit].

Set Details For Existing admin User

Password® sessasan

Re-enter Passward |sensanes

Locale™ English/United States|ka)

| Submit |

(2) Setthe following items.

Item Setting content Setting value
Password Password (Any password)
Locale Language specification English/United States

Table 26 MA Server administrator account
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3.10.2.5. Login to MA Server

(1) Onthe [Login] screen, enter the [Username] and [Password] and then click the [Login] button.

(2)  For [Username], set "admin", and for [Password], set the password set in step (1).

Login

Username:

Password:

|arJ|T|'|n

Login

3.10.2.6. Setting of Time Zone to MA Server

(1)  Set the Coordinated Universal Time (GMT) as the MA Server's time zone and then click [Next].

Select Time Zone

Select Time Zone™ I[GMTJ Coordinated Universal Time
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3.10.3. Installing MA Probe Appliance
Install MA Probe in the management server.

(

(2) On the vSphere client, log in to the monitoring server.

—_

) Mount the MA installer in the CD/DVD drive or place the ISO image of the installer in the ESXi datastore.

(3) From the [File] menu, select [Deploy OVF Template].
Click [Browse].

(4) Select the MA Probe OVA file and click [Open].
For the location of the OVF file on the DVD or in the ISO image, refer to the ETERNUS SF MA Software manual.

(5) Click [Next].

(6) Confirm the OVA file details in the OVF Template Details section, and then click [Next].
(7) Enter the [Name] and then click [Next].

(8) Select the disk format to be applied and click [Next].

(9) Select the [Power on after deployment] checkbox and then click [Finish].

(10) Confirm the successful deployment message and then click [Close].
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3.10.4. Setting Up the MA Probe Appliance

Perform settings to use MA Probe.

3.10.4.1. Determination of the IP address of MA Probe Appliance

(1) On the vSphere Client or Web Console, open the [ma-pr] console.

(2) From command prompt, enter the following login authentication information.

At login authentication, enter the following information.

Item Description Setting content
Localhostlogn Local host login user name config (fixed)
Default password
Default password For the default password, refer to ETERNUS SF MA (Password)
Deployment Guide.

Table 27 MA Probe login verification settings

(3) The IP address assigned to MA Probe is displayed next to the 'inet addr' field.

3o o o o o o oo o BEPEPEPE PEPEBEPEBE o o o o oo o 0 e e e e e e e e e e BEBEEEE MM

ssxexssxxse CURRENT NETWORE CONFIGURATION sesseseseseaesescacses

o B o o o A o B BE o B 0 B B o6 o B e 0B B B 3 36 3 36 M 3

HCP IP fddress:
£55.255.8.8

inet addr |192.168.28.34 JBcast:192.168.255.255

By modifying the displayed IP address, the IP address of [ma-sv] can be assigned.

(4) When "Continue? [yes / no]" is displayed, enter "yes".

o o6 - 3o 06 -E o6 -SE 06 -PE 2E-BE BEE-BE PEE-BE WEDE-BE W DE-BE N BE BE NEBE IENE-BE BENE-BE EE-BE N -DEBEBEBE BB M EBE

ADDRESS TO THE APPLIANCE sesxsx

e o€ S 3o 06 -BE 3o 06 -PE 006 -PE 2EE PE-2E - PE2E-E W6 2EE WEDE - E-BE I 6 BE EIE-BE EE-BE EE-PEEE-PEBEBEBE BB BEEBE

e ASSIGN STATIC IF

ontinue 7 [yessnol

I yes_




White Paper

(5) Enter the network information of [ma-pr].

ok 3o 30k JoE- JoE- o 0 -E- JoE 3o JoE a6 o JoF -0E-BE JoE- - JoE 6 3o 3oE JoE b -JoE 3oE-E BE -BE 3oE 3E b o6 -E BE-BE3oE 3E JE b - JoE -BE -BEEBE-ENE-NEE

pesesex ASSIGN STATIC IFP ADDRESS TO THE APPLIANCE sesexx

ok 3o 30k JoE- JoE- o 0 -E- JoE 3o JoE a6 o JoF -0E-BE JoE- - JoE 6 3o 3oE JoE b -JoE 3oE-E BE -BE 3oE 3E b o6 -E BE-BE3oE 3E JE b - JoE -BE -BEEBE-ENE-NEE

ontinue 7 [yessnol : yes

nter IP Address: 192.168.308.23
nter Netmask: 255.255.8.8

nter Gateway: 192.168.1H8.91
nter Domain Hame (Optional):
nter Hame Server(Optional):

Enter the following items.

Item Setting content Setting value
IP Address IP address of the MA Probe 192.168.30.23
Netmask Subnet mask of the MA Probe 255.255.0.0
Gateway Gateway IP address (Gateway IP address)
Domain Name Domain name (Domain name)

IP address of the DNS server (IP address of the DNS
Name Server
server)

Table 28 MA Probe network settings

(6) When "Apply changes?" is displayed, enter "yes".

JuE- 3o oE- o JoE- - JuE- JoE- Job- Jof- JoE- 0 JoE- o Jub- Jof JoE- o JoE oE- JoE- o JE Jof Io J0E JoE Jof-JoE o o Jef JeE JeE oE JoE- JeE- JoF- o Jub Jef oE oE o EoE IoE JE JeE

=xx ARSIGHN STATIC IP ADDRESS TO THE APPLIANCE wsesxx=

JuE- 3o oE- o JoE- - JuE- JoE Job- Jof- JoE- 0 JoE- o Jub- Jof IoE- o JoE oE- JoE- o Jf Jof JoE J0E JoE Jof-JoE o o Jef JeE JeE oE Jof- eE- JoF- e Jub Jef oE oE o EoE IoE JoE JeE

ontinue 7 [yessnol : yes
IP Address=s: 192.168.38.Z3
Netmask: 255.255.H.8
Gateway: 192.168.188.91
Domain Mame (Optional)l:
MName Server(Optional)l:
changes? [yesrsnol: yes_

(7) When "Press Enter..." is displayed, press the [Enter] key.

ARNING: Deprecated config file setcsmodprobe.conf, all config files belong into
+etc/modprobe .d~.

esting if the gateway can be reached ...

192.168.1868.91 answered

Press Enter to guit this session_
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3.10.4.2. Connection to MA Probe Appliance
(1) Access the following URL from the browser.
https://(MA Probe’s IP address):8443

(2) Read the displayed terms and conditions of the license agreement and if they are agreeable, select [Yes, | accept].
Then click [Next].

T DT 10 o0 UE SOTON TS o0 G Lo AT g T T Te Teaa e ST T e o0 0o SOTnaTe 17 T auamon o o]

2. Backup
(1) ¥ou may duplicate a Media for backup purpose.
(2) When you duplicate the Media for backup purpose in accordance with Section 2. (1), you must copy the copyrigh
(3) The duplication of the Media shall be treated as the Media under this Condition of Use.

3. Transfer to a third party
You may not transfer, loan, sublicense the Media to third parties, or provide it as collateral to a third party.

4. Warranty range
Fujitsu warrants that the Media will be free from defects in materials and manufacture under normal use for a pey
liability of Fujitsu under this Condition of Use will be, at Fujitsu's option, replacement of the Media or refund of the nj

Do you accept all the terms and conditions?
..0‘

S
m

3.10.4.3. Registration of License to MA Probe
Register two types of licenses, VMware and ETERNUS SF, to MA Probe.
Once these licenses are registered, VMware and storage probes can be added.

(1)  Enter the [License Key] and then click [Submit].

Add License Key

License Key™*

Submit

No license key added
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(2)

The registered licenses are displayed in list form
Add License Key

ETERNUS SF 1Igr 1

____,.______L‘_ e it Ctepory St ot tEan,-ss.Ls-ngJ
[First/Prav] 1 [Next/Last]

| 3-Mar-2016 | 30-Ape-2016 | Active |

90 Trial

Successfully added license key

(3)

In the same way, add the [License Key] and then click [Submit]. (Repeat this procedure for the number of licenses.)

Add License Key

License Type uauugouulwuwmiwmi
ETERNUS SE_| Tier 1

Details
____L._ sed Limit| Category Start Date

| Trial | B3-Mar-2016 |
[Fimst/Prev] 1 [Maxt/Last]

el K“. :
-rr."

Successfully added license key

(4)

Confirm that one VMware license and two ETERNUS SF licenses are registered
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(1) On the [Create Administrator account] page, set the following items.

3.10.4.4. Creation of Administrator Account
To manage MA Probe, a user account with administrator privileges must be created.

User Name™
Password*
Re-enter Password
First Nama*®

Last Name*

Email Address®

Locale™

Group™

Submit|

Create Administrator account

Probe

Ma

\

Probe_Maf

tesf_example.com

Japanese;

{Japan T‘

Qh"i[' 7‘

J

In [Create Administrator account], enter the following items.
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Item Setting content Setting value
User Name User ID admin (fixed)
Password Password (Any password)
First Name - Probe
Last Name - Ma
Email Address - Probe_Ma@esf.example.com
Locale Language specification English/United States
Group To create ap administrator account, admin (fixed)

select Admin

Table 29 MA Probe administrator account

(2) Click [submit] to create the login account.

User Name™
Password™®
Re-enter Password*®
First Nama*®

Last Name*

Email Addracs*
Locale®

Group™

admin

Create Administrator account

Frabe

Ma

Probe_Ma@esf example.com

Japanese/Japan 7‘

Admin [v]
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3.10.4.5. Setting of Time Zone to MA Probe

(1) Select the MA Probe's time zone and then click [Next].

Select Time Zone

Select Time Zone™ I

Previous

(GMT) Coordinated Universal Time

3.10.4.6. Setting of FTP to MA Server
To periodically transfer the data collected by the MA Probe to the MA Server, enter the MA Server's information to the MA Probe.

(1) On the FTP information page, specify the values for the target server and then click [Next].

Upload Information

Upload Method™ | gerp

Server®
Port™
User™
Password™

Passive

Proxy

Previous| || Next

[102.168.30.22

[22

|meghadata

LTI YR

Ld

(2) In [Setting of FTP of MA Probe], set the following items.

ltem Setting content Setting value
Upload Method Upload method: SFTP/FTPS/HTTP SFTP
Server FTP server (IP address of MA Server) 192.168.30.22
Port Port: 22 22
User Login: meghadata Meghadata (fixed)
For the content, refer to £TERNUS SF MA (Password)
Password .
Deployment Guide.
Passive Use the passive transfer mode Checkbox selected
p Select this checkbox to transmit the collected data | Checkbox not
roxy
from the proxy server selected

Table 30 Setting of MA Probe FTP
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3.10.4.7. Setting of Data Collection Period of MA Probe

(1) Set Coordinated Universal Time (GMT) as the MA Probe's time zone and then click [Next].

Data Collection Duration

Data collection will stop at:* |2913_12_31 23:50 |D
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3.11. Setting Up MA
Add ETERNUS SF Probe and VMware Probe for monitoring to MA.

3.11.1. Sharing SF Manager Folders

Create shared folders to share configuration data and performance data dumped by SF Manager between SF Manager and MA Probe
appliance.

3.11.1.1.
(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)

3.11.1.2.
(1)

(2)
(3)
(4)
(5)
(6)
(7)
(8)

Sharing of "current" Folder

Open $ENV_DIR\ESC\Manager\etc\opt\F)SVssmgr.

$ENV_DIR is the "Environment Directory” specified when installing SF Manager.
Right-click the "current" folder and then click [Properties].

Select the [Share] tab and click [Advanced Sharing].

Select the [Share this Folder] checkbox and then click [Access Permission].

In [Group Name or User Name], click Add and add the user you created for this sharing.

Grant read/write permission to the added user.
Click [Apply], and then click [OK].

Click the [Security] tab and confirm that the user added in step (5) exists.

Sharing of "linkage" Folder

Open $ ENV_DIR \ESC\Manager\var\opt\F)SVssmgr\current\perf.
$ENV_DIR is the install directory of SF Manager.

Right-click the "linkage" folder and then click [Properties].
Select the [Share] tab and click [Advanced Sharing].

Select the [Share this Folder] checkbox and then click [Access Permission].

In [Group Name or User Name], click [Add] to add the user created for this sharing.

Grant read/write permission to the added user.
Click [Apply] and then click [OK].

Click the [Security] tab and confirm that the user added in step (5) exists.
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3.11.2. Adding ETERNUS SF Probe
When adding ETERNUS SF Probe, first add the storage system managed by ETERNUS SF Manager to Probe.

(1) When ETERNUS SF is selected from the Probe list after logging in to MA Probe, the [Add ETERNUS SF Probe Wizard] screen is
displayed. Click [Add SF Manager].

Add ETERNUS SF Probe Wizard

ETERNUS SF Manager Details

SF Manager | 0S Type | Probe Added |Action
No recerds found.

Page 44 4«1 » »

Previous § |Add SF Manager| JCancel

(2) After setting each item in [Add ETERNUS SF Manager], click [Next].

Add ETERNUS SF Probe Wizard

Add ETERNUS SF Manager

IP Address/Host Name™[ [102.168.30.21 |

Username™ |esfrcot |

Password™ [ |

|Previ0us || |Next| ICar'ceI|

Set the following items in the [Add ETERNUS SF Manager] screen.

Item Setting content Setting value

IP Address/Host IP address or hostname of the machine on which ETERNUS 192.168.30.21
Name SF Manager is installed

Type of operating system in which ETERNUS SF Manager is Windows
0S Type .

installed

Enter user authentication information for the "current"and | esfroot
Username "linkage" shared folders. Both domain user names and

non-domain user names are supported.
Password Password of the above user (Password)

Table 31 Additional settings of ETERNUS SF Manager

(3) Confirm that the IP addresses of DX200#1 and DX200#2 are displayed, select the [Select All] checkbox and then click [OK].
(4) Confirm the "Successfully added probe" message and click [OK].

(5) Confirm that DX200#1 and DX200#2 have been added.
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3.11.3. Adding VMware Probe
VMware Probe collects data of virtual machines and hypervisors from VMware vCenter Server and standalone ESXi Servers.

(1) dlick [Home] on the MA Probe screen and then click [Add Probe].
Select VMware from the list of Probes.

Add Probe

r—Probe Input

(2) Enter the following values and then click [Next].

Enter the following values in the [Add VMware Probe] screen.

ltem Setting content Setting value

Hostname or IP address of 192.168.30.24

vCenter server

The user with read

Username o mauser@vsphere.example.com
permission to vCenter

Password Password of the above (Password)
vCenter user

Table 32 Additional settings of VMware Probe

vCenter Server

Add VMware Probe

Provide vCenter Server Details

/7~
vCenter Server® | 102.168.30.24 |

Username™ |maLser@vsphere.c—xamplel

Password™ R |

|Previ0us| |Carce||

(3) Confirm that the message "Verification completed successfully" is displayed then click [Next].
(4) Click [OK].

(5) Confirm that VMware Probe has been added.

(6) Click [Start] of VMware Probe.

(7) Confirm with the Probe status that the Probe has started.
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3.12. Verification

This section described the operation verification and the verification results of the configured environment. Operation verifications are

performed from the following viewpoints.

- Confirmation of a successful cluster switching operation using Storage Cluster

- Confirmation of a normal Automated Storage Tiering operation, Auto QoS operation, and a performance information collection by MA before

and after cluster switching

3.12.1. Verification Item
The verification items are as follows.

Verification viewpoint Confirmation item

Confirmation content

Automated Storage Tiering operation
Operating each function

Confirm that Automated Storage Tiering is in progress.

Confirm that the data is relocated between the Online disks
and the Nearline disks by Automated Storage Tiering.

before cluster switching MA performance information
collection operation

Confirm that the performance information of the ETERNUS and
VMware is collected in the MA Server.

Auto QoS operation

Confirm that the Auto QoS function is operating.

Successful cluster Cluster switching operation

Confirm that the operation state of the Primary storage and
Standby storage is switched normally by a manual cluster
switching.

switching operation
File access

Confirm that a file access can be performed normally from the
business VM's OS before and after a cluster switching operation.

. Automated Storage Tiering operation
Each function after a

Confirm that Automated Storage Tiering is in progress.

Confirm that the data is relocated between the Online disks
and the Nearline disks by Automated Storage Tiering.

cluster switching

: MA performance information
operation

collection operation

Confirm that the storage system and VMware performance
information is collected in the MA Server.

Auto QoS operation

Confirm that the Auto QoS function is operating.

Table 33 Verification items

3.12.2. Verification Procedure
The following procedures are used to perform verification operations.

1. Confirmation procedure for the Automated Storage Tiering operation
Confirmation procedure for the MA performance information collection operation

2.
3. Confirmation procedure for the Auto QoS operation
4. Confirmation procedure for the cluster switching operation

Copyright 2018 FUJITSU LIMITED Page 94 of 121

http://www.fujitsu.com/eternus/



White Paper FUJITSU Storage ETERNUS AF series and ETERNUS DX series Non-Stop Storage Reference Architecture Configuration Procedures for Storage Cluster

3.12.2.1. Confirmation Procedure for the Automated Storage Tiering Operation
Use ETERNUS SF Web Console to check the following.
- Automated Storage Tiering is in progress
- Data is relocated between Online disks and Nearline disks by Automated Storage Tiering

(1) Afterlogging in to ETERNUS SF Web Console, switch to the detailed view, select [Storage] - [(Storage Name: DX200#1)] - [Automated
Storage Tiering], and then click [Tier Pool] on the Category pane.

Checklist
Confirm the following item.
- [Automated Storage Tiering Status] on the Main pane is "Start".

(2) Onthe [Automated Storage Tiering] screen, click [FTV] on the Category pane.
Check the values of [Low Usage Share (Capacity)] and [High Usage Share (Capacity)] on the Main pane and make sure that the data
is relocated to Nearline disks for "Low" and Online disks for "High" by using Automated Storage Tiering.

Checklist
Confirm that the data is relocated with Automated Storage Tiering as follows.
- On the Main pane, both [Low Usage Share (Capacity)] and [High Usage Share (Capacity)] are not 0.0%.

(3) Also perform steps 1 and 2 for DX2004#2 to confirm that Automated Storage Tiering is in operation and that the data is relocated by
Automated Storage Tiering.

Tip

By adding a panel to the [Dashboard] screen on ETERNUS SF Web Console, tier pools (Flexible Tier Pool (FTRP)) and the access status
of FTVs can be checked.

To add a panel to the [Dashboard] screen, click the [Add] button and then click [+ Automated Storage Tiering].

v [

"~

&

Tiefing + Capacity

+ Automated Storage

<+ Dragging the title bar of the panel or cicking the icon on its top left cormer can move the panel. After moving. please complete the operation by dicking “Move™ buttan again,

By clicking [+ Automated Storage Tiering] and selecting the content to display on the panel, the [Access Status Chart] panel is added
to the [Dashboard] screen.

(For the panel operation of the [Dashboard] screen and the displayed content, refer to "Dashboard" in ETERNUS SF Web Console
Guide.)
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3.12.2.2. Confirmation Procedure for the MA Performance Information Collection Operation
By displaying the performance information of ETERNUS and VMware on the MA Server, confirm the normal operation of the performance
information collection.
(For details on the report display method by MA Server, refer to ETERNUS SFMA User Guide.)

(1) Start the browser and specify the following URL to access the MA Server.
https://(MA Server’s IP address or hostname):8443/
(2) Onthe [Login] screen, enter the username and password set in "Installing MA Server Appliance".

(3) The performance information of ETERNUS is displayed.
0On the Navigation pane, click [Storage Systems] - [ETERNUS SF] - (Storage Name: DX200#1).

Checklist
Check the following items.
- The report for DX200#1 is displayed on the Main pane.

(4) Using the same procedure as (3), confirm that the report for DX200#2 is displayed.

(5) The performance information of VMware is displayed.
On the [Navigation] pane, click [Hypervisors] - [VMware] - [Data Centers] - [(Data Center Name)] - [Cluster Compute Resources] -
[(HA Cluster Name)] - [VMs].

Checklist
Check the following items.
- VM reports are displayed on the Main pane.

3.12.2.3. Confirmation Procedure for the Auto QoS Operation
Use ETERNUS SF Web Console to confirm that Auto QoS is working effectively for FTVs.

(1) Afterlogging in to ETERNUS SF Web Console, on the [Detail View] screen, select [Storage] - [(Storage Name: DX200#1)] -
[Automated Storage Tiering], then click [FTV] on the Category pane.

IMain . Memmkl Senser | Map View | Scheduler | Log  System

Storags » ETOX20053 1 » Automated Storage Thering
Auomated Storagoorn IV
Owenvievr Tolal of sach layer wsed capacty does not correspand to FTV used capacily since each layar used capacly is a quola share of sub-pool.
Tiesing Polcies
Tier Pool » Filier Setting
S A " Filter | Clear
Saiting
Seleclions. 0 Tatal 15 records | «x < 12 pages > == | [T | page| Go | | Display[10 »|recards
0ok
Low Usage Middle Usage | High Usage Extreme
Tier Pool Name | Share Sharg s:-e P L Tuning | Bandwidth | Set ::“e Cache | Allocation
" o uning
Shara
ind (Capacity) | (Capacity) | (Capacity] EnablelDisatio] Prorty | Responcl | Avadab Rss | Tune | quota | (Resd)
Share
2] 3JBZE4B_FTRF | - - - No Seil Disable - - - - 0 Unlimited - om Endlle Thin
] 3JB2K4B_FTRF - - - Mo Soifl Disable - - - - 0 Unlimited - am Enable  Thin
GB | 3JB2K4B_FTRF | - - - Mo Sai Disable - - - - 0 Unlimited - om Enabile Thin
B 1-4pool 0.0%(0.00 MB) 0.0%(0.00MB) 0.0%(0.00 MB) MNoSoi Disable - - - - 0 Unlimited - o Enable Thin
vig WEZK4B_FTRF | - - - Mo Seifl Dizable - - - - @ Unlimited - Of Enable  Thin
OME  TP_1 0.0%(0.00 MB)  0.0%(0.00 MB} 0.0%(0.00 MB) No Soiff Disable - - - - 0 Unlimibed - Off Enable  Thin
viB TP 0.0%(0.00 MBY  0.0%(0.00 MB}  0.0%(0.00 MB) Mo Soiff Disable - - - - 0 Unlimited - Of Enable  Thin
B TPP_2 0.0%(0.00 MB}) 0.0%(0.00 MB} 0.0%(0.00 MB}) Mo Seil Disable = = = = 0 Unlimited - Off Enable Thin
g TP_1 0.0%(0.00 MBY  0.0%(0.00 MB}  0.0%(0.00 MB) Mo Seffl Disable - - - - 0 Unlimited - Off Enable Thin
OME  TP_1 0% (000 MBY  0.0%(0.00 MB}  0.0%(0.00 MB) MNo Seifl Disable = = = = 0 Unlimited - Off Enable  Thin
< >

Checklist
On the [Automated Storage Tiering] screen, check the following items for all FTVs.
- [Enable/Disable] is set to "Enable".
- [Available] is set to "Yes".

(2) Check that the [Enable/Disable] setting in [Automated QoS] is "Enable" for DX20042 by performing step (1).
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3.12.2.4. Confirmation Procedure for the Cluster Switching Operation
For confirmation of the cluster switching, perform the following procedure.
- Confirm file access by the business VM before a cluster switching
- Manual cluster switching
- Confirm file access by the business VM after the cluster switching
- Cluster failback

3.12.2.4.1 Confirming File Access by the Business VM Before a Cluster Switching

Log in to the OS of the business VM and create a text file containing an arbitrary character string.

Confirm that the text file is created successfully.

3.12.2.4.2 Manual Cluster Switching

Use ETERNUS SF Web Console to perform a manual switchover (Failover) between the Primary storage and the Secondary storage of the TFO

group.
Perform a switching operation for both TFO group #1 and TFO group #2.

(1) Afterlogging in to ETERNUS SF Web Console, on the [Detail View] screen, select [Storage] - [(Storage Name: DX200#1)] - [Storage

Cluster], then click [Overview] on the Category pane.

wan [SEETT Natwork | Sewer | Map View | schesusr | Log | systom |

Slorgae > ETOXI0053 1 » Storage Cluster
ag : Ove

JOvorvien] * Information
kil 1) A list of the TFO groups
* Filier Satting
Filtes Clear |
Selections: § Total 1 recordz | << < 111 pages > = | [1 page | Go Dicpiay (10 | Tecond
Local Npeimote f
1| Name Phase Status
| Prmyary | Active'Standby | Remote Disk Amay I Priamar v | Activ
| tfo groupt Mormal Momal Primary Active X9032 FH Secondary Standby
[ tio group2 Normal HNomal Secomdary Standhy }msz_PH Primary Aclive
\

Checklist

In the list of TFO groups displayed on the Main pane, confirm the following items.

- [Phase] and [Status] are "Normal".
- The Primary storage state displayed for [Local] or [Remote] is "Active".
- The Secondary storage state displayed for [Local] or [Remote] is "Standby".

(2) On the [Storage Cluster] screen, select the checkbox to the left of the TFO group name (TFO group #1) on the Main pane and then click

[Failover] on the Action pane under [Manual Control].

(3) When a failover is completed, the list of TFO groups displayed in [Overview] on the [Storage Cluster] screen is refreshed.

Checklist

In the list of TFO groups displayed on the Main pane, check the status of the TFO group where the failover was performed.

- [Phase] is "Failback Ready".

- [Status] is "Normal".

- The Primary storage state displayed for [Local] or [Remote] is "Standby".
- The Secondary storage state displayed for [Local] or [Remote] is "Active".

(4) For TFO group #2, perform steps (1) to (3) and check the status after the failover.

3.12.2.4.3 Confirming File Access by the Business VM After the Cluster Switching

Log in to the OS of the business VM and reference the text file created in "Confirming File Access by the Business VM Before a Cluster

Switching".

Checklist
Check the following items.
- Text files can be referenced.
- The character string in the text file is the same as before the cluster switching.
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3.12.2.4.4 Cluster Failback
Use ETERNUS SF Web Console to perform a failback of the TFO group for which the cluster switching was executed.
Perform a failback operation for both TFO group #1 and TFO group #2.

(1) Afterlogging in to ETERNUS SF Web Console, on the [Detail View] screen, select [Storage] - [(Storage Name: DX200#1)] - [Storage
Cluster], then click [Overview] on the Category pane.

(2) Onthe [Storage Cluster] screen, select the checkbox to the left of the TFO group name (TFO group #1) on the Main pane and then click
[Failback] on the Action pane under [Manual Control].

(3) When a failover is completed, the list of TFO groups displayed in [Overview] on the [Storage Cluster] screen is refreshed.

Checklist
In the list of TFO groups displayed on the Main pane, check the status of the TFO group where the failback was performed.
- [Phase] is "Normal".
- [Status] is "Normal".
- The Primary storage state displayed for [Local] or [Remote] is "Active".
- The Secondary storage state displayed for [Local] or [Remote] is "Standby".

(4) For TFO group #2, perform steps (1) to (3) and check the status after the failback.

3.12.3. Verification Result

The results confirmed that the following operations can be successfully performed in the verification environment.
- Cluster switching by Storage Cluster and file access by business VM before and after a cluster switching
- Automated Storage Tiering, Auto QoS, and performance information collection by MA before and after a cluster switching
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4. WSFC Cluster Configuration Procedure of the Non-Stop Storage Management Server
This chapter provides a procedure and configuration example for clustering servers in a non-stop storage environment with WSFC.

4.1. Configuration

An overview of the configuration is provided and the main settings are explained below.

4.1.1. Outline of the Overall Configuration

The minimum node configuration consists of two business servers, two storage systems, two Fibre Channel switches, and two monitoring

servers.

As business servers, VMware vSphere ESXi is installed in two PRIMERGY servers and VMware vSphere HA is configured in the virtual

machines on the ESXi server.

Virtual machines use the volumes on the storage systems as disk resources.

For the storage system, two ETERNUS DX200 S3 storage systems are used.
In each ETERNUS DX200 S3 storage system, virtual logical volumes (FTVs) are created in the management pool (Tier pool) for Automated

Storage Tiering.

In this example, SSDs, Online SAS disks, and Nearline SAS disks are used as a 3-layer disk configuration.
FTVs with the same capacity are created on two ETERNUS DX200 S3 storage systems and inter-storage system synchronization is performed

using the Storage Cluster function.

In this example, a configuration example where a one-way FTV synchronization is performed in a single TFO group is shown. For a
bi-directional synchronization configuration, refer to "3.1.1. Outline of the Business Volume Configuration".

For the management servers, Windows Server 2012 R2 is installed in two PRIMERGY servers and a cluster configuration is completed with

WSFC.

By using the FTVs of the ETERNUS DX200 S3 as shared disk of the WSFC configuration, inter-storage synchronization is performed using the

Storage Cluster function.

The shared disks consist of Quorum monitoring disks used by the WSFC and disks used by the ESF Manager function.

As an external environment, a vSphere vCenter AD server, a DNS server, and an NTP server are used.

An overall configuration outline of this environment is shown below.

Business server

PRIMERGY PR

IMERGY

EsXi SEWE[ ESXi seryer 2 Windows Windows .," ------------- b
i - Server Server {  Bdernal |
' en\rirnnmenti
B B B WSF ! v(enter Server
| ADServer |
[} ]
: Storage Cluster E NTP Server i
S e .
) J
RO a—
Brocade 6505
Tier pool (pool#1) - Tier poal [pool#l} o a =
i
1
: E;j;l:' ;;-'l__:l Enclosure i -lt- —jt— —] [-_-ll__ __J_: __ [ — ]l _J_: :_J
| | [ e 5 | (55 5 (e
55D Online 545 disk Nearline 545 dizk <0 Drline 545 dick Nearling SAS disk

ETERNUS DX200 53 [DX200#1]

Figure 18 Outline of the overall configuration

ETERNUSDX20053 [DX200#2]
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4.1.2. SAN Connection Configuration Overview

Configure a SAN between the servers and the storage systems with two Fibre Channel switches.
In addition to the SAN between the servers and the storage systems, the storage systems are also connected directly.

(1) Connection configuration between servers and storage systems
The servers and storage systems are connected to two Fibre Channel switches using FC cables.
With the Storage Cluster function, the FC ports of the storage systems connected to the servers are defined as CA port pairs.
With CA port pairs, storage systems accessed by a business server is switched according to Linkup/Linkdown of the FC port.
During normal operation, the FC port of the Primary storage system is in the Linkup state and the FC port of the Secondary storage
system is in the Linkdown state.
An FC port defined as a CA port pair can only be used for the Storage Cluster function.
In addition, for redundant communication paths between the server and storage system, two CA port pairs per TFO group are
configured.
The connection configuration between servers and storage systems of this environment is shown below.

Business server #1 Business server #2 Management server #1 Management server #2 |

=

Brocade 6505 _ I_ . I |
[Brocade#1] ~ W T .. A . | Brocade 6505
ey J port pair & == | Brocade#2]
CA port pair I
Channel Channel Channel Channel
Adapter #0 Adapter #0 Adapter #0 Adapter #0
i M#D
% Primary ‘/)

ETERNUS DX20053 [DX200#1] ETERNUS DX20053 [DX2004#2]

Figure 19 Connection configuration between servers and storage systems

(2) Connection configuration between storage systems
Connect the storage systems directly using FC cables and use them as REC paths.
The FC ports for the REC paths are defined in the dedicated mode (RA mode) and can only be used as REC paths.
The connection configuration between storage systems in this environment is shown below.

REC path
REC path
Channel Channel Channel Channel
Adapter #0 Adapter #0 Adapter #0 Adapter #0
CMET CM#0 (M1 )

ETERNUS DX20053 [DX20042]

Figure 20 Connection configuration between storage systems
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4.1.3. WFSC Configuration Overview of the Management Server

The management server must be configured as a 1:1 cluster configuration with WSFC.

The network, disks, application services, and components are used as cluster resources.

The network consists of a public LAN and a heartbeat LAN.

The public LAN is also used as the monitoring LAN.

For disks, the TFOVs within the storage systems are used as shared disks for ESF manager and as disks for WSFC Quorum monitoring.
Configure the application services and components such as services and scripts for ESF Manager, and ESF Agent (Storage Cluster Controller)
as asingle role.

The WSFC configuration of the management server in this example is shown below.

WSFC cluster name: esfma00  192.168.0.40

Role name: ESFmgr-SCctlr ~

Generic services/Generic scripts

ETERNUS SF Manager-related :
Services, scripts

Storage Cluster controller-related:
ETERNUS SF Storage Cruiser Agent

Access point name: ESFweb 192.168.0.45 ]

Storage area name; ESFshareVO

e Y

Disk name for Quorum monitoring:
QuorumVOL

Node name (priority): esfma01 Node name (non-priority): esfma02
192.168.0.41 192.168.0.42

Heartbeat LAN =

Internal disk 17216.0.1 172.16.0.2 Internal disk
C drive Cdrive

Storage m(miluvring LAN/WSFC public NW | i
Y y
Shared disk for ESF Manager Disk for

Fdrive Quorum monitoring

ETERNUS DX200S3 [DX20041]

o

ETERNUS DX200S3 [DX20042]

Figure 21 WFSC configuration of the management server
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4.1.4. Hardware/Software
The hardware and software licenses used in this example are listed below.

Hardware
- ETERNUS DX200 S3 x 2
- 600 GB/10 krpm 2.5 inch SAS disk drive x 6 x 2
- 1 TB/7.2 krpm 2.5 inch Nearline SAS disk drive x 6 x 2
- 800 GB 2.5 inch SSD x 6 x 2
- PRIMERGY RX2540 M1 x 4
- Brocade 6505 x 2

Firmware of ETERNUS DX200 S3 should be V10L32 or later.

In addition to the above, provide network devices such as L2SW, AD server, NTP server and work PC.

Software, licenses
- VMware vSphere 6.0 (ESXi)
- Windows Server 2012 R2 (for business server x 3, for management server x 1)
- ETERNUS SF SCACM/Express 16 media pack (Windows 64-bit version)
- ETERNUS SF Storage Cruiser V16 Standard License for Tier1 x 2 licenses
- ETERNUS SF Storage Cruiser Storage Cluster Option for Tier1 x 2 licenses
- ETERNUS SF Storage Cruiser Optimization Option for Tier1 x 2 licenses
- ETERNUS SF Storage Cruiser QoS Management Option for Tier1 x 2 licenses
- ETERNUS SF AdvancedCopy Manager V16 Standard License for Tier1 x 2 licenses

The ETERNUS SF products of the following versions are used in this example.
- ETERNUS SF Storage Cruiser 16.3
- ETERNUS SF MA 8.4

When using the ETERNUS AF series as the storage system, use the following versions of ETERNUS SF products.
- ETERNUS SF Storage Cruiser 16.4
- ETERNUS SF MA 8.5

If using ETERNUS SF products of versions different from those listed in this document, refer to the product manuals for the appropriate
procedure.
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4.1.5. Connection Diagram

The configuration of LAN and SAN used in this example are shown below.

Business server #1

Business sever #.

=

PRIMERGY

]Ff[ard |FCEard I

Management server #1

Management serve
0
PRIMERGY

Brocade FC switc

Brocade FC switch

re—
_-‘-i-n-\-.h-‘-—_
Channel Channel Channel Channel
Adapter #0 Adaprer 40 Adapter 40 Adapter #0
CM#0 CM#1 CM#O CM#1

ETERNUS DX200S3

Figure 22 Connection diagram

ETERNUS DX200S3

-
! SAN (TFO Group #1) I
1 1
! SAN (REC path) !
e e e e e A
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4.1.6. List of Parameter Settings
The main settings of the network and storage system for this example are described below.

Network
Category Name Hostname IP address
Business server #1 esxi01 192.168.0.31
Business server #2 esxi02 192.168.0.32
s Management server #1 esfma01 192.168.0.41
erver
Management server #2 esfma02 192.168.0.42
Management server #1 Heartbeat LAN esfmh01 172.16.0.1
Management server #2 Heartbeat LAN esfmh02 172.16.0.2
] ) Brocade#1 fcsw01 192.168.0.10
Fibre Channel switch
Brocade#2 fcsw02 192.168.0.11
DX200#1 dx200-1 192.168.0.12
Storage system
DX200#2 dx200-2 192.168.0.13
Business server VM#1 sv-1a 192.168.0.51
Virtual machine Business server VM#2 sv-1b 192.168.0.52
Business server VM#3 sv-1c 192.168.0.53
WSFC Access point for cluster management esfma00 192.168.0.40
access point Client access point for ESF Manager esfweb 192.168.0.45
v(Center Server vcenter 192.168.0.21
AD server/DNS server #1 dc01 192.168.0.61
External server
AD server/DNS server #1 dc02 192.168.0.62
NTP server ntpsv 192.168.0.71

Table 34 Hostnames and IP addresses

Storage system

DX2004#1 DX2004#2 Usage
Port Port | Mode Port Port | Mode
type type
CM#0 CA#O port#0 | FC CA | CM#0 CA#O port#0 FC CA TFO group #1
CM#0 CA#O port#1 FC RA CM#0 CA#O port#1 FC RA REC path
CM#1 CA#O port#1 | FC CA | CM#1 CA#O port#1 FC CA TFO group #1
CM#1 CA#O port#1 | FC RA | CM#1 CA#O port#1 FC RA REC path
Table 35 Port settings
Tier Policy Low sub-pool Middle sub-pool High sub-pool FTV
pool 1 ame | T | pisk | *OF | rap | pisk | *OF | rap | pisk | ¥ | raD | TV | size | Type
name disks disks disks name
"O"]‘me 800GB |  Thin
pool 1| gold | 3 Ne;’/;'si”e 6 | RAIDG Og‘l\ig‘e 6 | RAD6 | SSD | 6 | RAIDG "O"z‘me 1GB | Thin
"O"E“me 50GB | Thin

Table 36 DX200#1 Tier pool settings
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Tier . Low sub-pool Middle sub-pool High sub-pool FTV
fi) EZ"mCZ Tier 1 pisk | *of | pap | pisk | *OF | rap | pisk | *OF | pap | TV Size | Type
name disks disks disks name yp
"°";me 800GB | Thin
Nearline RAID | Online volume .
pool_2 | gold 3 SAS 6 6 SAS 6 RAID6 | SSD 6 RAID6 ) 1GB Thin
"°";me 50GB | Thin
Table 37 DX2004#2 Tier pool settings
TFO group Primary/Secondary . . . .
Name name DX200#1 DX20042 Failover mode | Failback mode | Split mode CA port pair
TFO group #1 TFOG_1 Primary | Secondary Auto Manual Read/Write Refertsegtct?ntgse port
Table 38 TFO group settings
_ server HBA Port LUN No. Ay FTV
information LUN group name
. vmhba3 CM#0 CA#0 port#0
esxi01 0 AG_1 volumel
vmhba4 CM#1 CA#0 port#0
) vmhba3 CM#0 CA#0 port#0
esxi02 0 AG_1 volumel
vmhbas CM#1 CA#O port#0
IpfcO CM#0 CA#O port#0
esfma01 1 AG_2 volume2
Ipfcl CM#1 CA#0 port#0
IpfcO CM#0 CA#0 port#0
esfma02 1 AG 2 volume2
Ipfci CM#1 CA#0 port#0
IpfcO CM#0 CA#O port#0
esfma01 2 AG_ 2 volume3
Ipfcl CM#1 CA#0 port#0
IpfcO CM#0 CA#0 port#0
esfma02 2 AG 2 volume3
Ipfci CM#1 CA#0 port#0
Table 39 DX20041 access path settings
_server HBA Port LUN No. Affinity/ FIV
information LUN group name
) vmhba3 CM#0 CA#0 port#0
esxi01 0 AG_1 volumel
vmhbas CM#1 CA#0 port#0
. vmhba3 CM#0 CA#0 port#0
esxi02 0 AG_1 volumel
vmhbas4 CM#1 CA#0 port#0
IpfcO CM#0 CA#0 port#0
esfma01 1 AG_2 volume2
Ipfcl CM#1 CA#0 port#0
IpfcO CM#0 CA#0 port#0
esfma02 1 AG 2 volume2
Ipfct CM#1 CA#0 port#0
IpfcO CM#0 CA#0 port#0
esfma01 2 AG_ 2 volume3
Ipfcl CM#1 CA#0 port#0
IpfcO CM#0 CA#0 port#0
esfma02 2 AG 2 volume3
Ipfct CM#1 CA#0 port#0

Table 40 DX200#2 access path settings
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ltem Setting value Note
Domain name esf.example.com -
Domain administrator esRAdministrator -

Group scope: Domain local

ETERNUS SF role group name (for esfadmin Group type: Security

management) Windows security: Allow log on locally
ETERNUS SF role group name (for ‘ Group scope: Qomalq local
referencing) esfmon Group type: Security
Windows security: Allow log on locally
ESF Web Console user (for management) esfesfroot Affiliated group: esflesfroot
ESF Web Console user (for referencing) esfesfuser Affiliated group: esfesfroot

Table 41 Domain controller settings

4.2. Environment Configuration Overview

This document explains the cluster environment configuration procedure for management servers.

Because the shared disks of the management servers are located in the AST volumes within the storage system of Storage Cluster, an
Automated Storage Tiering environment and a Storage Cluster environment must be configured using the single configuration management
server.

For the procedures to create a single configuration management server environment, an Automated Storage Tiering environment and a
Storage Cluster environment, refer to the appropriate ETERNUS SF manual.

The workflow of the environment configuration and the scope of this manual are shown below.

Operation management server environment configuration
{single configuration)

¥

Automated Storage Tiering environment configuration

3

Storage Cluster environment configuration

+

Business server creation

I'_-__-__-_-¢_-__-_--_--

- _ |

| Operation management server cluster environment I
| configuration

I

e e e e e e e e e e e e ==

o = — - — I

Figure 23 Workflow of the environment configuration
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4.2.1. Detailed Workflow of the Cluster Environment Configuration for the Management Server
The detailed workflow of the cluster environment configuration for the management server is shown below.

Task for Management Server #1 Tasks for Management Server #2
Preliminary preparations
¥ L 4
Managementserver #1 environment changes Creation of environment of
‘ management server #2

Creation of shared disk

P 2

Stopping services

. 4
Installation of WSFC

2

Creation of cluster

-

Customization of operation management server tasks

-

Customization of Storage Cluster Controller

Figure 24 Detailed workflow of the cluster environment configuration for the management server

4.3, Advance Preparations

As advance preparations for installing ESF Manager, initialize the settings of the ETERNUS DX200 S3, perform an installation and setup of
VMware vSphere ESXi and vCenter Server, and create a management server.

4.3.1. Check before Work

Check that the required environment is in place before starting the work.

- Management server #1 is configured as a single configuration ESF manager system and confirm that ESF Web Console can be used.

- The Storage Cluster function is operating and management server #1 is monitoring storage system as a Storage Cluster Controller.

- Confirm that a communication path from the management server to the NTP server, DNS server, and AD server has been established.
- Confirm whether the ports for management server #1 and management server #2 exist on the Fibre Channel switch.

- Confirm whether the shared disk area used by the management servers can be secured in the DX200 S3 storage system.

4.3.2. Preparing the DNS and Domain Environments

To resolve management server names, register the forward and reverse lookup records on the existing DNS server.
For the required settings, refer to "Table 34 Hostnames and IP addresses" in "4.1.6. List of Parameter Settings".

To operate the management servers with a WSFC configuration, configure the domain controller.

For the domain users and groups required by the management servers, refer to "Table 41 Domain controller settings" in "4.1.6. List of
Parameter Settings".

(For details, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager Installation and Setup Guide.)

4.3.3. Preparing the Hardware Environment of the Management Servers

Connect management server #1 and management server #2 to the network device and Fibre Channel switch.
For the required connections, refer to "4.1.5. Connection Diagram" and "4.1.6. List of Parameter Settings".
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4.4, Environment Modification of Management Server #1

To use management server #1 in @ WSFC configuration, change the system environment.
Change the network settings, join a domain, and then continue the preparations to create a shared disk.

4.4.1. Modifying the Network Environment
On management server #1, perform the required network settings to communicate with the AD server and management server #2.
Set the IP address and configure the firewall.

After changing the network settings, join a domain. This step is not necessary if the server has already joined a domain.
(For the Windows Server 2012 R2 settings, refer to the appropriate documents on the Microsoft website.)

After joining a domain, make sure that ESF Web Console is available to domain users.

4.4.2. Installation of the ETERNUS Multipath Driver

Install the ETERNUS Multipath Driver in management server #1.
(For the installation procedure for the ETERNUS Multipath Driver, refer to the user quide of the product.)

4.5, Environment Configuration of Management Server #2
Configure the system environment of management server #2 and configure the ETERNUS SF Manager environment and the Storage Cruiser
agent environment.

4.5.1. 0S Installation

Install Windows Server 2012 R2 in management server #2.
(For the installation procedure of Windows Server 2012 R2 in PRIMERGY servers, refer to the ServerView Suite ServerBooks DVD [manual].)

After the OS installation, perform the required network and firewall settings to communicate with management server #1, the NTP server,
the DNS server and the AD server.

After changing the network settings, join a domain. This step is not necessary if the server has already joined a domain.
(For the Windows Server 2012 R2 settings, refer to the appropriate documents on the Microsoft website.)

4.5.2. Installation of the ETERNUS Multipath Driver

Install the ETERNUS Multipath Driver in management server #2.
(For the installation procedure for the ETERNUS Multipath Driver, refer to the user guide of the product.)

4,5.3. Storage Cruiser Installation

Install ETERNUS SF Storage Cruiser in management server #2.
(For details, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager Installation and Setup Guide.)

After installing ETERNUS SF Storage Cruiser, check the connection to ESF Web Console of management server #2 from the work terminal.
In the ESF Web Console of management server #2, registration of the storage system and other settings are not necessary.

4.5.4, Storage Cruiser Agent Installation

Install ETERNUS SF Storage Cruiser Agent in management server #2.
(For details, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager Installation and Setup Guide.)

4.5.5. Storage Cluster Controller Setup

Set up the Storage Cluster Controller in management server #2.
(For details, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager Operation Guide.)
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4.6. Creating Shared Disks

Create a shared disk in the storage system to be used by management servers.
Check that the created shared disk can be accessed from the management servers and then perform a format.

4,6.1. ESF Registration of Management Servers

Register management server #1 and #2 in ESF by using ESF Web Console of management server #1.
For details, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager Installation and Setup Guide.

4.6.2. Assigning Volumes

Create a shared disk volume in the DX200 S3 and assign it to management server #1 and server #2 by using the ESF Web Console of
management server #1.

The following two volumes are required for shared disks: a shared disk used by ESF Manager and a Quorum monitoring disk used by WSFC.
(For the required area size in shared disks of ESF Manager, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager Cluster
Application Guide).

The required area size for Quorum monitoring disks is 512 MB or more.

In this example, volumes that are to be used in shared disks in both DX200#1 and DX20042 are created as FTVs in the existing Tier pool of
Automated Storage Tiering.

Allocate the same capacity and the same LUN number in DX200#1 and DX200#2 to assign FTVs as the target volumes for Storage Cluster.
(For the FTV creation procedure, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager Operation Guide.)

Assign the created FTVs to both management servers #1 and #2, and set their access paths.

For the access path setting, create an affinity/LUN group, set host affinity, and configure the FC switch zoning.

For the host affinity setting, specify a CA port pair assigned to the Storage Cluster TFOG group.

For the FC switch zoning settings, perform a WWN zoning for the CA port pair WWPN in FCSW#1 and FCSW#2, and for each FC port in the
management servers.

For the access path settings, using the volume assignment function which allows the creation of an affinity/LUN group, configuring/setting
host affinity, and configuring FC switch zoning is recommended.

After setting an access path, check that the status of Storage Cluster is "NORMAL".

(For details on volume assignments and access path settings, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Manager
Operation Guide.)

4.6.3. Access Verification and Format of Shared Disk
Check that the volumes created in the storage system can be accessed from management servers #1 and #2 and then perform a format.

First, check using the Windows function that the ESF shared disk and the Quorum monitoring disk can be used in management server #1.
Set the disks to online, allocate a size and drive letter, and then format with NTFS.

A drive letter does not need to be assigned for the Quorum monitoring disk.

Set the disks to offline after the configuration.

Next, check with the Windows function that the ESF shared disk and Quorum monitoring disk can be used in management server #2.
Set the disks to online and assign a drive letter to the ESF shared disk.
Set the disks to offline after the configuration.

(For the Windows Server 2012 R2 settings, refer to the appropriate documents on the Microsoft website.)
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4.7. Stopping Services

Stop the ESF Manager service and the ESF Agent (Storage Cluster Controller) services on management servers #1 and #2, and disable the
automatic startup of the service.
Use the Windows function to stop the following services and change their startup setting to "manual".

- ETERNUS SF Manager Apache Service

- ETERNUS SF Manager Tomcat Service

- ETERNUS SF Manager Postgres Service

- ETERNUS SF Storage Cruiser Optimization Option
- ETERNUS SF Storage Cruiser Agent

Note
After the services are stopped, ESF Web Console cannot be used until the management servers are clustered.
In addition, note that automatic failover of storage systems is not performed because the storage monitoring by the Storage Cluster
Controller is stopped.
Stopping the service does not have an effect on the business servers, however do not stop the secondary storage system while the Storage
Cluster Controller is stopped. Doing so prevents access to the TFOV of the primary storage system.

4.8. Installing WSFC

Install WSFC on management servers #1 and #2. In Windows Server 2012 R2, the following functions are added.
- Failover clustering

The following functions are also added to management server #2.
- Failover cluster command interface

Failover Cluster Command Interface is a function under Remote Server Administration Tools - Function Management Tools - Failover
Clustering Tools.

(For the Windows Server 2012 R2 settings, refer to the appropriate documents on the Microsoft website.)

4.9, Creating Clusters

Using "Failover Cluster Manager" on management server #1, perform a "configuration validation" and a "cluster creation".
Perform this work with a user that has administrator privileges in the domain controller.

To validate configurations, specify the node names of management server #1 and management server #2.

To create clusters, specify the cluster name and access point for cluster management.
(For the "Failover Cluster Manager" related procedures, refer to the documents on the Microsoft website.)

If the DNS environment is statically managed or if the host (A) record of the access point for cluster management is registered in advance,
the events that cause a DNS name registration failure occur when a cluster is created. (event ID: 1196)
Add full control authority to the computer account of cluster name (Cluster Name Object = CNO) in the host (A) record of the DNS server.
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4.10. Customization of Management Server Tasks

Customize the ESF Manager to start as a WSFC role.
Perform this work according to the procedure described in "Chapter 5: Customization for Management Server Transaction" in £7ERNUS SF
Express / Storage Cruiser / AdvancedCopy Manager Cluster Environment Setup Guide.

Operations on the Primary Side Operations on the Secondary Side
Preparing GenericScripts *
‘ * ‘ ‘ Preparing GenericScripts ‘

‘ Creating Cluster Resources ‘
¢ . i
‘ File Settings of the Shared Disk ‘ ‘ File Settings of the Shared Disk ‘

¥ +

Configuring the Environment Settings Configuring the Environment Settings
File and Registry File and Registry
Access Permission Settings of Access Permission Settings of
the Shared Drives the Shared Drives
‘ Executing the Cluster Setup Command ‘ ‘ Executing the Cluster Setup Command
|
v

‘ Registering Service Resources ‘

k. 2
‘ Starting ETERNUS SF Manager ‘

v

Environment Settings for
AdvancedCopy Manager CCM

Figure 25 Customization workflow of the management server task

4.10.1. Primary Side Cluster Setup Operations

Perform a cluster setup with management server #1 as the primary node.
Set the shared disk to online on the management server #1 side and offline on the management server #2 side before the work.
The following procedures are all performed on management server #1. Perform the work as a user that has administrator privileges.

4.10.1.1. Preparing Generic Scripts
Create generic script files (for starting/stopping) for the following services.
- Generic scripts for ETERNUS SF Manager Tomcat Service / Tomcat Service
- Generic script for AdvancedCopy Manager CCM

For generic scripts, copy and edit the following sample script file under "{ETERNUS_SF installation directory}\Common\sample\cluster".
- esfmanager-web.vbs

- esfmanager-tomcat.vbs

- esfmanager-ccm.vbs

Replace "installDir" in the following line of the script file "esfmanager-ccm.vbs" with the installation directory of ETERNUS SF Manager.
Set oExec = WshShell.Exec("/nstal/DiACCM\bin\acservice.exe stop -lan")

The default installation directory of ETERNUS SF is "C:\ETERNUS_SF".

The procedures described in this manual assume that the default installation directory is used.

The script files "esfmanager-tomcat.vbs" and "esfmanager-web.vbs" need not be edited.
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Save the created script files as any file name in the installation directory of ETERNUS SF Manager.
In this document, the script files "apache.vbs", "tomcat.vbs", and "ccm.vbs" are copied to the "CAETERNUS_SF" directory.
Set the access permissions for the copied files.

<<Reference: Access permissions setting command>>
cacls CAETERNUS_SR\apache.vbs /P "NT AUTHORITY\SYSTEM:F" "BUILTIN\Administrators:F"

cacls CAETERNUS_SF\tomcat.vbs /P "NT AUTHORITY\SYSTEM:F" "BUILTIN\Administrators:F"
cacls CAETERNUS_SF\ccm.vbs /P "NT AUTHORITY\SYSTEM:F" "BUILTIN\Administrators:F"

4.10.1.2. Creating Cluster Resources
Create "ESF-Mgr_SCentr" as a "role" for ETERNUS SF Manager in the WSFC, and set a shared disk for ESF and a logical IP address to be used as
an access point for ESF Web Console.

(1) Right-click [Roles] in the [Failover Cluster Manager] tree and select [Create Empty Role] in the displayed menu.
Under [Roles], [New Role] is created.

(2) Right-click [New Role] and select [Properties] in the displayed menu.
The [New Role Properties] dialog box is displayed.

(3) In [Name] of the [General] tab, specify the role name of ESF Manager and under [Preferred Owners], select the node name of
management server #1 and then click the [Apply] button.

(4)  After applying the settings, click the [OK] button.

(5) Right-click the created role name and click [Add Resource] in the displayed menu.
Select the checkbox of the disk displayed in the [Add Storage Area] dialog box and then click [0K].

(6) Right-click the disk that was added to resources and click [Properties] in the displayed menu.
In the [Properties] dialog box of the disk, change [Name] and then click [Apply].
Check the drive letter and capacity of the disk added to the resource, check that the disk registered in the resources is for ESF Manager,
and then click [OK].

(7) Right-click the created role name and select [Add a Resource] - [Client Access Point] in the displayed menu.
The [New Resource Wizard] screen is displayed.

(8)  On the [New Resource Wizard] screen, set the values for the ESF Web Console access point in [Name], [Network], and [Address], and
then click the [Next] button.

(9) In [Confirm], confirm the values for the ESF Web Console access point in [Network] and [Address] and then click the [Next] button.
(10) Check the content displayed on the [Confirm] screen and then click the [Add] button.
(11) Check the content displayed on the [Summary] screen and then click [Finish].
(12) Check that the settings have been applied.
After clicking the role name in [Roles], click the [Resources] tab on the center pane at the bottom to check that the ESF Web Console

access point is added to the resources.

4,10.1.3. File Settings of the Shared Disk
Transfer the dynamic resources for ESF Manager of management server #1 to the shared disk used by ESF Manager.

(1) Acquire the ownership and transactions of the shared disk used by the Quorum disk and ETERNUS SF Manager.
a. After clicking [Roles] in the left pane of the [Failover Cluster Manager] screen, right-click the role name and click [Move] - [Select
Node] in the displayed menu.
b. On the [Move Clustered Roles] screen, select the cluster node name of management server #1 and then click the [OK] button.

¢. Check that [Owner Node] is the cluster node name of management server #1.

d. Click [Disks] on the left pane of the [Failover Cluster Manager] screen and confirm that the [Owner Node] of the shared disk
displayed in the center pane is Management Server #1.
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(2)  Copy the dynamic disk files of ETERNUS SF Manager on the primary node to the shared disk for ETERNUS SF Manager.

a. (Create the following directories under the shared disk.
- A shared data storage directory for shared data for ETERNUS SF Manager
- A shared data storage directory for Storage Cruiser Manager
- A shared data storage directory for the Optimization option of Storage Cruiser Manager
- A shared data storage directory for AdvancedCopy Manager CCM

<<Reference: Directory creation command>>
mkdir FAETERNUS_SF
mkdir F:\escdata
mkdir F:\astdata
mkdir F:\ccmdata

b. Copy the files on the local disk of the primary node to the shared disk.

<<Reference: File copy command>>

xcopy /E /I CAETERNUS_SF\common\sys\apache\conf FAETERNUS_SF\apache\conf

xcopy /E /I CAETERNUS_SF\common\sys\apache\logs FAETERNUS_SF\apachellogs

xcopy /E /I CAETERNUS_SF\common\sys\tomcat\conf FAETERNUS_SF\tomcat\conf

xcopy /E /I CAETERNUS_SF\common\sys\tomcatlogs FAETERNUS_SF\tomcatilogs

xcopy /E /I CAETERNUS_SF\common\sys\tomcat\webapps\esAWEB-INF\log FAETERNUS_SF\tomcat\webapps\esAWEB-INF\log

xcopy /E /I CAETERNUS_SF\Common\etc\db F\ETERNUS_SF\db
xcopy /E /I CAETERNUS_SF\Common\etc\message FAETERNUS_SF\message

xcopy /E /I CAETERNUS_SR\ESC\Managen\etc F:\escdata\ESC\Manager\etc
xcopy /E /I CAETERNUS_SF\AST\Manager\etc\opt\F)SVssast\data F:\astdata\AST\etc\data
xcopy /E /I CAETERNUS_SF\CCM\etc F:\ccmdataletc

xcopy /E /I CAETERNUS_SF\Common\var FAETERNUS_SF\var
xcopy /E /I CAETERNUS_SR\LM\var FAETERNUS_SF\LM\var

xcopy /E /I CAETERNUS_SR\ESC\Manager\var F:\escdata\ESC\Manager\var
xcopy /E /I CAETERNUS_SF\AST\Manager\var\opt\FJSVssast\data F:\escdata\AST\var\data
xcopy /E /I CAETERNUS_SR\CCM\var F:\ccmdata\var

(3) Change the directory name of the copy source files copied to the shared disk.

<<Reference: Directory name change command>>

cd C\ETERNUS_SF

ren .\Common\sys\apache\conf conf_OLD

ren \Common\sys\apache\logs logs_OLD

ren \Common\sys\tomcat\conf conf_OLD

ren \Common\sys\tomcat\logs logs_OLD

ren .\Common\sys\tomcat\webapps\esAWEB-INF\log log_OLD
ren \Common\etc\db db_OLD

ren \Common\etc\message message_OLD

ren \ESC\Managen\etc etc_OLD

ren .\AST\Manager\etc\opt\FJSVssast\data data_OLD
ren \Common\var var_0LD

ren \ESC\Manager\var var_OLD

ren \AST\Manager\var\opt\FJSVssast\data data_OLD
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(4)

Create symbolic links to the directories of the shared disk.

<<Reference: Symbolic link creation command>>

mklink /d CAETERNUS_SF\common\sys\apache\conf FAETERNUS_SR\apache\conf
mklink /d CAETERNUS_SF\common\sys\apache\logs F\ETERNUS_SF\apache\logs
mklink /d CAETERNUS_SF\common\sys\tomcat\conf FAETERNUS_SF\tomcat\conf
mklink /d CAETERNUS_SF\common\sys\tomcat\logs F\ETERNUS_SF\tomcat\logs

mklink /d CAETERNUS_SF\Common\etc\db F:\ETERNUS_SF\db
mklink /d CAETERNUS_SF\Common\etc\message F:\ETERNUS_SF\message

mklink /d CAETERNUS_SFAESC\Manager\etc F:\escdata\ESC\Manager\etc
mklink /d CAETERNUS_SF\AST\Manager\etc\opt\F)SVssast\data F:\astdata\AST\etc\data

mklink /d CAETERNUS_SF\Common\var F:\ETERNUS_SF\var
mklink /d CAETERNUS_SF\ESC\Managervar F:\escdata\ESC\Managerivar
mklink /d CAETERNUS_SF\AST\Manager\vanopt\FJSVssast\data F:\escdata\AST\var\data

mklink /d CAETERNUS_SF\common\sys\tomcat\webapps\esAWEB-INF\log FAETERNUS_SF\tomcat\webapps\esAWEB-INF\log

4.10.1.4. Configuring the Environment Settings File and Registry

(1)

(2)

(3)

Create a backup directory for the AdvancedCopy Manager CCM configuration file.

<<Reference: Backup directory creation command>>

mkdir CA\ETERNUS_SF\CCM\noncluster\bin
mkdir CAETERNUS_SFACCM\noncluster\micc\sys
mkdir CAETERNUS_SF \CCM\noncluster\sys

Back up the AdvancedCopy Manager CCM configuration file.

<<Reference: Configuration file copy command>>

copy CAETERNUS_SR\CCM\micc\sys\.install.sys CAETERNUS_SF\CCM\noncluster\micc\sys\.install.sys
copy CAETERNUS_SR\CCM\bin\.stxc_install.sys CAETERNUS_SF\CCM\noncluster\bin\.stxc_install.sys
copy C\ETERNUS_SF\CCM\sys\sys.properties CAETERNUS_SFACCM\noncluster\sys\sys.properties

The copied file is required to delete the cluster environment.
Edit the AdvancedCopy Manager CCM configuration file.

<<Reference: Changing "CAETERNUS_SR\CCM\micc\sys\.install.sys">>

stxs_optdir=C\ETERNUS_SF\CCM\micc
stxs_etcdir=C\ETERNUS_SF\CCM\etc\micc
stxs_vardir=F:lccmdatalvarlmicc
stxs_jredir=C\ETERNUS_SF\CCM\jre

<<Reference: Changing "C\ETERNUS_SF\CCM\bin\.stxc_install.sys">>

stxc_optdir=C\ETERNUS_SF\CCM
stxc_etcdir=Flccmdataletc
stxc_jredir=C\ETERNUS_SF\CCM\jre
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<<Reference: Changing "C\ETERNUS_SF\CCM\sys\sys.properties">>

com.fujitsu.eternussf.acm.ccm.optpath=C:WETERNUS_SFWCCMW
com.fujitsu.eternussf.acm.ccm.etcpath=F£l-llcamaalalletcl|
com.fujitsu.eternussf.acm.ccm.varpath=FAl:llccmdatallvarll

)

)

J

com.fujitsu.eternussf.acm.ccm.micc. path=C:WETERNUS_SFAWCCMWmicc\\bin\\
com.fujitsu.eternussf.acm.ccm.grapi.path=C:\\ETERNUS_SFWCCM\bin\\
com.fujitsu.eternussf.acm.ccm.language=)APANESE

To modify sys.properties, use "\:" as the drive name delimiter and "\" as the path delimiter.
(4) Change the advanced configuration file of the storage management copied to the shared disk.

<<Reference: Changing "F:\escdata\ESC\Manager\etc\opt\FJSVssmgr\current\sanma.conf">>
HIHHH T
/I sanma.conf
/1 Configuration file for Storage Cruiser
I
/1 Copyright(C) FUJITSU LIMITED 2002-2013
HIHH T

I
// LOGICAL_ MANAGER IP =™
// LOGICAL_MANAGER V6IP =™

LOGICAL MANAGER 1P ="192.168.0.45"

(5) Edit the registry.

Using the Registry Editor, change the path of the var directory for the license management function described in the registry key to
the shared disk path.

<<Reference: Changing the registry "HKEY_LOCAL_MACHINE\SOFTWARE\Fujitsu\ETERNUS SF License
Managen\CurrentVersion\VarPathName">>

4.10.1.5. Access Permission Settings of the Shared Drives
Set the access permissions of the directories in the shared drives.

<<Reference: Access permissions setting command>>

cacls FAETERNUS_SF\vanlog /T /P "NT AUTHORITY\SYSTEM:F" "BUILTIN\Administrators:F"
cacls FAETERNUS_SF\db\data /T /P "NT AUTHORITY\SYSTEM:F" "BUILTIN\Administrators:F" "esfpostgres:C"

4.10.1.6. Executing the Cluster Setup Command

(1) Start the cluster setup.
Execute "C\ETERNUS_SPAACM\bin\stgclset_mscs" with a user that has administrator privileges.

(2)  On the initial screen of the cluster setup command, select the node type and shared disk.

Select "Primary node" for [Node type] and after selecting the ESF shared disk name in [Physical Disk Node Resource], click the [OK]
button.

(3) Setthe cluster information of the primary node.

Enter the information for [Logical Node Name], [Task Name], [Cluster Name] and [IP Address Information], select the [Storage
Management Server Task] checkbox and then click the [OK] button.
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Item Setting content Setting value

Logical node . ESFweb
Any logical node name

name

Task name Role name set for WSFC ESFmgr-SCctrl

Cluster name Cluster name set for WSFC esfma00
Select from [Existing] or [New]

IP address L ; . . -

resOUICes When registering a client access point as a resource with | Existing
WSFC, select [Existing]

IP version Select from [IPv4], [IPv6], or [IPv4/IPv6] IPv4

IPv4 address IP address set as the client access point for WSFC 192.168.0.45

Table 42 Cluster information setting example

(4) The [Port Number and Service Setup and Release Command] screen is displayed.
Enter a port number in [Communication Service] and click the [OK] button.

(5) The process completion message of [Port Number and Service Setup and Release Command] is displayed.
Click the [OK] button.

(6) Check the successful completion message on the cluster setup completion screen and click the [OK] button.

4.10.2. Secondary Side Cluster Setup Operations

Perform a cluster setup with management server #2 as the secondary side.
The following procedures are all performed in management server #2. Perform the work as a user that has administrator privileges.

4.10.2.1. Preparing Generic Scripts
Place the generic scripts on the local disk of management server #2 and set their access permissions.
For the procedure, refer to the Primary Side Cluster Setup Operations in "4.10.1.1. Preparing Generic Scripts".

4.10.2.2. File Settings of the Shared Disk
Perform settings so that management server #2 uses the shared disk.
Move the ownership of the shared disk to WSFC management server #2 by using [Failover Cluster Manager].
Change the directory name and save it on the local disk.
Change the directory name and save it on the local disk of management server #2.
Create symbolic links to reference the files on the shared disk.

For the procedure, refer to the Primary Side Cluster Setup Operations in "4.10.1.3. File Settings of the Shared Disk".
(2) Perform all the tasks except for creating directories and copying files to the shared disk.

4.10.2.3. Configuring the Environment Settings File and Registry
Edit the configuration file of management server #2 and perform a registry configuration.
For the procedure, refer to the Primary Side Cluster Setup Operations in "4.10.1.4. Configuring the Environment Settings File and Registry".

4.10.2.4. Access Permission Settings of the Shared Drives
Set the access permissions of the directories in the shared drives.

<<Reference: Access permissions setting command>>
cacls F\ETERNUS_SF\db\data /T /G "esfpostgres:C" /E

4.10.2.5. Executing the Cluster Setup Command
(1)  Start the cluster setup.
Execute "CA\ETERNUS_SPACM\bin\stgclset_mscs" as a user with administrator privileges.

(2)  On the initial screen of the cluster setup command, select the node type and shared disk.
Select "Secondary node" for [Node type] and after selecting the ESF shared disk name in [Physical Disk Node Resource], click the
[OK] button.

(3) Check the cluster configuration information of the secondary node and then click the [OK] button.
(4) The [Port Number and Service Setup and Release Command] screen is displayed.
Check the port number in [Communication Service] and then click the [OK] button.
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(5) The process completion message of [Port Number and Service Setup and Release Command] is displayed.

Click the [OK] button.
(6) Check the successful completion message on the cluster setup completion screen and then click the [OK] button.

4.10.3. Registering Service Resources
On management server #1, register the service resources in "Roles" for ETERNUS SF Manager registered in WSFC.

4,10.3.1. Adding Resources
Add ETERNUS SF Manager services and generic scripts in [Roles] as resources for ETERNUS SF Manager.
Set dependencies for the added resources.

(1) Adding services

a. Start [Failover Cluster Manager] of the WSFC and after selecting the role for ETERNUS SF Manager in [Roles], click [Add a Resource]
- [Generic Service] on the right pane.

b. Inthe [Select Service] phase of the [New Resource Wizard] screen, select [ETERNUS SF Manager Postgres Service] from the list of
services and then click the [Next] button.

¢.  Confirm the service name in the [Confirm] phase and then click the [Next] button.
d. Confirm the service name in the [Summary] phase and then click the [Finish] button.
e. Repeat steps a through d to add the service name [ETERNUS SF Storage Cruiser Optimization Option] to the resources.

(2) Adding generic scripts
a. Onthe [Failover Cluster Manager] screen, after selecting a role for ETERNUS SF Manager in [Roles], click [Add a Resource] -
[Generic Script] on the right pane.

b. Inthe [Generic Script Info] phase of the [New Resource Wizard] screen, enter the absolute path of the generic script stored in
4.10.1.1. Preparing Generic Scripts to the script file path and then click the [Next] button.

¢. After confirming the script file path in the [Confirm] phase, click the [Next] button.
d. After confirming the script file path in the [Summary] phase, click the [Finish] button.
e. Repeatsteps a through d to add all the generic scripts stored in 4.10.1.1. Preparing Generic Scripts.

4.10.3.2. Resource Dependency Settings
Set the dependencies for the added service resources and generic scripts.

(1) After selecting the role for ETERNUS SF Manager in [Roles] on the [Failover Cluster Manager] screen, right-click the resource on the
bottom center pane and click [Properties].

(2) Onthe [Failover Cluster Manager] screen, after selecting the role for ETERNUS SF Manager in [Roles], right-click the resource on the

bottom center pane and click [Properties].
If there are dependencies with multiple resources, set the resources with the AND condition on multiple lines.

Configuration target resource Dependent resource

ETERNUS SF Manager Apache Service script Shared disk
ETERNUS SF Manager Apache Service script,
ETERNUS SF Manager Postgres Service,

ETERNUS SF Manager Tomcat Service script ETERNUS SF Storage Cruiser Optimization Option,
Shared disk,
IP address

ETERNUS SF Manager Postgres Service Shared disk

ETERNUS SF Storage Cruiser Optimization Option Shared disk

Generic scripts for ETERNUS SF Manager AdvancedCopy Shared disk

Manager CCM
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<<Supplement>>

AdvancedCopy COM Service_logicalNodeName (logicalNodeName = logical node name) is automatically added to the resources by
the cluster setup command. To perform a backup operation using the AdvancedCopy Manager Manager on the management server,
dependencies must be set in "AdvancedCopy COM Service_logicalNodeName".

For details, refer to ETERNUS SF Express / Storage Cruiser / AdvancedCopy Cluster Application Guide.

4.10.4. Starting ETERNUS SF Manager

Bring the registered resources online and start ETERNUS SF Manager.
After starting ETERNUS SF Manager, confirm that it can log in to ESF Web Console.

(1) Start ETERNUS SF Manager
After stopping the role for ETERNUS SF Manager of the WSFC in management server #1, start the role.

a. Onthe [Failover Cluster Manager] screen, right-click [Roles] - ETERNUS SF Manager role and click [Stop Role] in the menu.
Confirm that the ETERNUS SF Manager role has changed to the "Stopped" state.

b. Right-click the role for ETERNUS SF Manager and click [Start Role] in the menu.

¢. Check that the role for ETERNUS SF Manager has changed to the "Running" state and that all resources of the role for ETERNUS SF
Manager are changed to "Online".

(2) ESFWeb Console login confirmation
Confirm that the login to ESF Web Console is possible with the URL for the cluster.
Perform a WSFC node switching. After the node is switched, check that a login to ESF Web Console is still possible.

a. Start ESF Web Console by specifying the FQDN of the WSFC client access point from the Web browser of the work terminal.

<<Reference: URL for ESF Web Console access>>

https://esfweb.esf.example.com:9855/

b. After checking that the login screen of ESF Web Console appears, confirm that a login as a domain user is possible.

¢. Logout from ESF Web Console.

d. On the [Failover Cluster Manager] screen, right-click the role for ETERNUS SF Manager and then click [Move] - [Select Node].
e. On the [Move Clustered Roles] screen, select the node of management server #2 and then click the [OK] button.

f.  Confirm that the role of ETERNUS SF Manager is in the "Running" state and that the owner of the node is the node name of
management server #2.

g. Startthe ESF Web Console by specifying the FQDN of the WSFC client access point from the Web browser of the work terminal.

h. After confirming that the login screen of ESF Web Console appears, check that a login as a domain user is possible.

4,11, Customizing the Storage Cluster Controller

Perform a customization to start the Storage Cluster Controller in the cluster.
Register ETERNUS SF Storage Cruiser Agent as a WSFC service resource.

Storage Cluster Controller is part of the ETERNUS SF Storage Cruiser Agent functions.
Check that the Storage Cluster Controller monitors the storage after a customization.

4.11.1. Registering Service Resources

Add the service name "ETERNUS SF Storage Cruiser Agent" as a generic service in the role for ETERNUS SF Manager of the WSFC.
For the procedure to add resources, refer to "4.10.3.1. Adding Resources".
Resource dependencies are not required.

4.11.2. Starting ETERNUS SF Storage Cruiser Agent

Restart the role for ETERNUS SF Manager and bring the service name "ETERNUS SF Storage Cruiser Agent" online.
For the procedure to stop and start the role of ETERNUS SF Manager, refer to "4.10.4. Starting ETERNUS SF Manager".
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Execute the "agtpatrol" command after "ETERNUS SF Storage Cruiser Agent" is brought online to check that the storage monitoring is
completed.

For the results of the "agtpatrol" command, check that the IP addresses of DX200#1 and DX200#2 are displayed and that the status of TFO
GROUP is displayed.

Switch the owner node of the role for ETERNUS SF Manager, execute the "agtpatrol" command, and then confirm that the storage
monitoring is completed.

4.12. Verification
This section described the operation verification and the verification results for the environment constructed in this example.

4.12.1. Verification Content

A verification is performed to determine whether the business operation, storage management, and storage monitoring management can
continue when one node system stops for the following cases.

- Stopping the primary storage system

- Simultaneously stopping the primary storage system and primary business server

- Stopping the primary management server

The verification method and results are explained below.
Note that the verification method does not guarantee the integrity of the system.

(1) Stopping the primary storage system
a. Stopping method
Perform a test stop of the ETERNUS DX200 S3 with the following method.
Disconnect all the LAN cables and FC cables connected to the ETERNUS DX200 S3 on the active side of Storage Cluster.

Disconnect the LAN cables and then within 10 seconds, the FC cables must be disconnected.
The order and timing in which the cables are disconnected match the automatic failover operating conditions of Storage Cluster.
(For details, refer to FUIITSU Storage ETERNUS DX 54/53 series Hybrid Storage Systems, ETERNUS AF series, ETERNUS DX200F
All-Flash Arrays Storage Cluster Function Guide.)

b. Operation when the storage system is stopped
With the Storage Cluster function, automatic failover of the storage system occurs and the standby side ETERNUS DX200 S3
transitions to the Active state.
The Storage Cluster state can be checked from the [Storage Cluster] - [Overview] screen of ESF Web Console.
Before the storage system is stopped, the Primary side is "Active" and the Secondary side is in the "Standby" state.

When the storage system stops, the Primary side changes to "Unknown" and the Secondary side changes to "Active".

0 RN | Semer | Mg V| SeiodeerLea e I

Hlomae > EIDNI0NED 1 > Stormge Clasier
Y Crunivie w Informatien iTFQ Gl g
EC Pally i) A I of the TFO groups | K Set
* Filter Setting I TFU Group Status:
Fiter | [ Gl | ||/3 Retiesh
| Manual Contral
; e
Salecons: () Total 1 recorgs | <« < 11 pages = »= [[1_|page| Go | Display[T0 w]recoros

. | Locas | Remote |

1 o oroupd Mol Hedmal P Aty DXE0S2_FH SeLondary Srandiy

Menual ControlEmengency}:

During an automatic failover, "Inconsistent" is displayed in [Phase] and [State].
When automatic failover is completed, "Failed over" is displayed in [Phase] and "Halt" is displayed in [State].

¢.  Effects of stopping the storage system and operation confirmation after a failover
Automatic failover of the storage system did not affect ESXi of the business server and the virtual machines.
Reading and writing to Windows general files performed normally after a failover.

This does not affect the WSFC of the management server.
Monitoring the storage system state using ETERNUS SF Web Console and the "agtpatrol" command has been successfully
performed.
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(2)

(3)

d.

a.

a.

Storage system recovery method
Connect the LAN cables and the FC cables that were disconnected in step a to their original ports.
On the [Disk Array] screen of ESF Web Console, confirm that the status of the stopped storage system is displayed as "Normal".

Confirm that the storage system failback preparations are completed from the [Storage Cluster] - [Overview] screen of ESF Web
Console.

If "Failback Ready" is displayed in [Phase], a failback can be performed.

Click the [Action] - [Failback] button in the right pane to perform a manual failback.

On the [Storage Cluster] - [Overview] screen, confirm that the failback is completed.
Confirm that "Normal" is displayed in [Phase] and [Status] and that the Primary storage system and the Secondary storage system
are respectively in "Active" status and "Standby" status.

Simultaneously stopping the primary storage system and primary business server

Method to stop the storage system and business server
Perform a test stop of the ETERNUS DX200 S3 in the same manner as in "(1) Storage system stop event verification".
At the same time, stop the business server by pressing the power button of PRIMERGY.

Operation when the storage system and the business servers are stopped

With the Storage Cluster function, automatic failover of the storage system occurs and the standby side ETERNUS DX200 S3
transitions to the Active state.

For the business servers, the virtual machines are moved to another ESXi and the guest OS is started by the vSphere HA function.

Effects of stopping the storage system and business servers, and operation confirmation after the failover

There was no effect on the machines available for an ESXi transfer and the guest OS startup due to the automatic failover of the
storage system.

Reading and writing general files of Windows performed normally after the guest OS started.

Method to recover the storage system and business server

For a recovery from the stopped state of the storage system and for a manual failback, perform the same operation as in "(1)
Storage system stop event verification".

For the business server, turn on the stopped PRIMERGY server and confirm that the ESXi host has started normally with vSphere
Web (lient.

Stop the primary management server

Stopping method
Stop the management server by shutting down Windows.

Operations when the management server is stopped
With the WSFC function, the owner of the role for ESF Manager is moved to the management server on the Secondary side.

Before the management server stops, the hostname of management server #1 is displayed as the role owner node on the [Failover
Cluster Manager] screen.

After stopping management server #1, confirm that the hostname of management server #2 is displayed as the role owner node
on the [Failover Cluster Manager] screen of management server #2 and that all the resources under the role are displayed as
"Online".

Effects of stopping the management server and operation confirmation after a failover
The ESF Web Console connection has been disconnected because the management server is stopped.
A Login can be performed again by accessing the URL of ESF Web Console after the role owner of ESF Manager is moved.

After the "ETERNUS SF Storage Cruiser Agent" service is started, the "agtpatrol" command is issued to confirm that the storage
system monitoring is operating normally.

Recovery method of the management server

Turn on the stopped PRIMERGY server.

After starting Windows server, move the role for ETERNUS SF Manager to the primary node on the [Failover Cluster Manager]
screen.
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4.12.2. Verification Result
As a result, operations in the non-stop storage system environment and the storage system were verified to continue when the system of the
primary node is stopped.

In addition, the operation was verified to continue even when the business server and the storage system of the primary node stop
simultaneously.

Distribution of business servers and storage systems is effective in preventing problems for racks and server rooms.

Contact m Registered trademarks
FUJITSU LIMITED VMware and VMware product names are registered trademarks or trademarks of VMware, Inc. in the United
Website: http://www.fujitsu.com/eternus/ States and/or other jurisdictions.

Microsoft, Windows, and Windows Server are registered trademarks or trademarks of Microsoft Corporation in
the United States, and other countries. Linux is a registered trademark or trademark of Linus Torvalds in the
U.S. and other countries.

ETERNUS is a trademark or a registered trademark of Fujitsu Limited.

Trademark symbols such as (R) and (TM) may be omitted from system names and product names in this
document. The product names and company names in this document are registered trademarks or trademarks
of their respective companies.

m Disclaimer
FUJITSU LIMITED is not responsible for any damage or indemnity that might be caused by the content in this
document.
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